Matthias Schnetzer and Franz Astleithner and Predrag Cetkovic and Stefan Humer and Manuela Lenk and Mathias Moser

Quality Assessment of Imputations in Administrative Data

Original Citation:

Schnetzer, Matthias and Astleithner, Franz and Cetkovic, Predrag and Humer, Stefan and Lenk, Manuela and Moser, Mathias

(2015)

Quality Assessment of Imputations in Administrative Data.


pp. 231-247. ISSN 2001-7367

This version is available at: https://epub.wu.ac.at/4667/

Available in ePubWU: October 2015

License: Creative Commons Attribution Non-commercial No Derivatives 3.0 Austria (CC BY-NC-ND 3.0 AT)

ePubWU, the institutional repository of the WU Vienna University of Economics and Business, is provided by the University Library and the IT-Services. The aim is to enable open access to the scholarly output of the WU.
Quality Assessment of Imputations in Administrative Data

Matthias Schnetzer\textsuperscript{1}, Franz Astleithner\textsuperscript{2}, Predrag Cetkovic\textsuperscript{2}, Stefan Humer\textsuperscript{2}, Manuela Lenk\textsuperscript{3}, and Mathias Moser\textsuperscript{2}

This article contributes a framework for the quality assessment of imputations within a broader structure to evaluate the quality of register-based data. Four quality-related hyperdimensions examine the data processing from the raw-data level to the final statistics. Our focus lies on the quality assessment of different imputation steps and their influence on overall data quality. We suggest classification rates as a measure of accuracy of imputation and derive several computational approaches.
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1. Introduction

Not only has the importance of administrative data as input for statistical purposes increased steadily over the last decades (Eurostat 2003), but the 2010 round of housing and population censuses has also provided an even stronger focus on register-based statistics on a European level. Following the Scandinavian countries, approximately one third of the United Nations Economic Commission for Europe (UNECE) members moved from a traditional to a (partly) register-based approach for their censuses (UNECE 2014). This transition was associated not only with a substantial change in the workflow of data generation, checking, and dissemination, but also with the need for new concepts to evaluate the quality of this kind of data.

Accordingly, a great number of books and articles concerning data quality issues has been published. Departing from Pipino et al. (2002), Batini and Scannapieco (2006), and Karr et al. (2006) who emphasize the role of a broad and multidimensional understanding of data quality in general, UNECE and EUROSTAT (2006), and Wallgren and Wallgren (2007) formulated guidelines for looking more closely on the dimensions of data quality in the National Statistical Institutes (NSI). In the following years, the NSIs developed different implementations of the CES recommendations; see Daas et al. (2008) for an early or UNECE (2014) for a recent review. Due to their 30 to 40 years of experience with register–based statistics, the approaches to quality assessment developed by the Nordic countries (UNECE 2007; Zhang 2011; Daas et al. 2012; Hendriks 2012; Axelson et al. 2012;
Zhang 2012) are a natural starting point for further developments. However, there is only scant research on the quality assessment of imputations within administrative data sources. In this article, we want to contribute to filling this research gap by introducing measures to evaluate imputation quality and embed this assessment into the broader quality framework put forward in Berka et al. (2010).

The remainder of this article proceeds as follows. First, we will introduce the general quality framework for the Austrian census in 2011 in Section 2. Section 3 proposes a structural approach for the quality assessment of imputations which is illustrated by examples from the Austrian census in Section 4. Finally, Section 5 offers some concluding remarks.

2. Basics of a Quality Framework for Administrative Data

2.1. The Principle of Redundancy in Register–Based Statistics

A major quality-related concern of register-based statistics is the selection of appropriate data sources as a supply for required information. In such a setting, the principle of redundancy ensures adequate data quality by collecting information from as many sources as possible. This can be achieved as multiple registers deliver autonomous information on a common subject and serve as instruments for cross-checks and validation.

Figure 1 illustrates the principle of redundancy with an example from the Austrian register-based census. Seven base registers are connected to the respective topics of the census. The three “backbones” of the census are the Central Population Register (CPR), the Housing Register of buildings and dwellings (HR) and the Business Register of enterprises including their local units (BR). All of these registers were set up after 2001 during the phase of transition from a traditional to a register-based census. These registers determine the total number of buildings and dwellings, the number of enterprises and the number of persons with their main residence in Austria. Some registers like the CPR, the HR or the BR are maintained by Statistics Austria. Others, like the Central Social Security Register (CSSR) or the Unemployment Register (UR) are kept by external data holders.

![Fig. 1. The principle of redundancy in the Austrian register-based census.](image-url)
To assure data quality, the base registers are backed up by eight comparison registers. The data for these comparison registers are provided by 35 external data holders and are mainly used for validation and cross checks. In this setup one specific base register is chosen to provide the basic information for a certain census variable, whereas the comparison registers are used to confirm these values (Lenk 2008). However, the comparison registers in some cases provide data that are not or only partly available in the base register. Due to the autonomous data administration of the external data holders, the sources might also deliver contradictory values for the same attribute (Berka et al. 2010; Kapteyn and Ypma 2007) or even use different concepts. Given potentially different values across the registers, one data source is chosen by a predefined ruleset in order to provide the required information. For this purpose, Statistics Austria maintains a ranking of registers that is ordered by confidence in the register quality based on long-time experience with the data. In the future, the results of the quality framework will offer the possibility to control and possibly adapt this ruleset.

Accordingly, this approach implements the principle of redundancy and ensures better quality by acquiring the information from as many registers as possible. However, despite a large number of different sources, missing values may still occur in the data which require special attention.

2.2. The Quality Assessment of Administrative Data

As far as this principle of redundancy is concerned, the NSI has little influence on the data maintenance at the external data holders who provide major parts of the required information. This emphasizes the quality assessment in the process of register–based statistics (Daas and Fonville 2007; Lanzieri 2009; Laitila et al. 2011). The definition of “quality” in this context includes multiple perspectives. According to the European Statistical System (ESS), the assessment of quality should consider relevance, accuracy and reliability, timeliness and punctuality, accessibility and clarity as well as coherence and comparability.

Herzog et al. (2007) provide a similar enumeration and add completeness as another quality dimension. Moreover, they list several articles with alternative lists of properties.

Based on these criteria, there have been several approaches to quality-related frameworks which satisfy all or at least parts of these requirements (Daas et al. 2009; Iwig et al. 2013). In this contribution we briefly sketch a framework for the analysis of administrative data which has been introduced earlier (Berka et al. 2010, 2012).

The quality framework for administrative statistics consists of three levels: the raw data (i.e., the base and comparison registers), the combined dataset (Central Database, CDB) and the imputed dataset (Final Data Pool, FDP). Figure 2 illustrates the process, which starts with the delivery of raw data from the various administrative data holders. If there are multiple sources that provide information on the same attribute, the data is connected via a unique personal key and merged to data cubes in the CDB (e.g., attribute A). Finally, the CDB is enriched with imputations for item nonresponse and implausible values. This step leads to the Final Data Pool, which now contains both real and estimated values. This standardized quality assessment enables the NSI as well as the data holders and end users to compare and monitor the quality a) between the different registers,
b) throughout the data processing and c) between census generations for each attribute on the individual level.

In this framework, quality information at the raw data level (see left boxes in Figure 2) is obtained via three hyperdimensions: Documentation ($HD^D$), Preprocessing ($HD^P$) and an External Source ($HD^E$). These three measures are standardized between zero and one, where a higher value implies better data quality. These indicators are calculated for each attribute in each register.

The first hyperdimension $HD^D$ describes quality-related processes at the register authority as well as the documentation of the data (metadata) prior to seeing the data. To achieve this, an estimate of confidence and reliability for each data holder is generated through the use of a questionnaire containing nine scored questions. These questions cover four main topics: data historization, definitions, administrative purpose, and data treatment. As an example, the register authorities are asked to evaluate the timeliness of their data on an ordinal scale. The compatibility of definitions, however, is evaluated as either given or not given on a dichotomous scale. Based on the nine questions, a quality measure is computed as the obtained score divided by the maximum achievable score. As a result, the NSI is able to check for data collection methods or legal enforcements of data recording which may significantly influence the data quality. A detailed description of the questions and the calculation of the hyperdimension $HD^D$ is given in Berka et al. (2010).

The second hyperdimension $HD^P$ is concerned with formal errors in the raw data. This covers range errors, item nonresponse, and missing primary keys, which are detected in this step of the quality framework. The final result of this hyperdimension is given by the ratio of usable records to the total number of records. Again, this procedure is carried out for each attribute in each register. At this stage plausibility checks for inconsistent
combinations of values are not considered, since this measure only covers information on the formal correctness of values of a single attribute in a single register. If the proportion of usable records for an attribute in a certain register is smaller than that of the same attribute within another register, the respective quality measure will accordingly be lower. The unusable records in the registers are considered as missing data in the following.

Finally, the third hyperdimension $HDE^E$ provides a comparison between the register–based data and an independent external source. In Austria, the microcensus is a common benchmark for representative surveys and is the best comparative dataset available. Thus a check for consistency with this external source results in the third quality measure, which is the ratio of the number of consistent values to the total number of linked records between the register and the external source.

Given these three quality measures, an overall quality indicator for each attribute in each register can be derived from these hyperdimensions as a weighted average. Hence, the quality measure does not differ between the different statistical units of the same register. In our framework, each hyperdimension is believed to have the same weight and therefore an equal impact on quality. For other applications these weights may be chosen differently, that is, according to their assigned importance. The resulting value summarizes the existing quality-related information for each attribute in each register. Hence, this indicator is able to capture quality-related effects throughout the process of data generation through to the raw data available in the registers.

The registers are then combined in the Central Database (CDB, center box in Figure 2) which covers all attributes of interest for the register–based statistics. At this level a quality indicator for each attribute for each statistical unit is computed for the first time. Concerning the quality evaluation for the CDB, we distinguish three types of attributes by their origin:

- **Unique attributes** exist in exactly one register, for example educational attainment (see attribute C). Accordingly, the quality measure in the CDB will be the same as in the raw-data.
- **Multiple attributes** show up in several registers, for example sex (see attribute A). The information from multiple sources has to be combined. A predefined ruleset picks the most appropriate value for the CDB according to the constellation of the values in the raw-data registers.
- **Derived attributes** are created based on different attributes for example, current activity status (see attributes F and G). The registers do not contain any information for these attributes in the required specification but there is related information that can be used to derive the attribute of interest.

For a unique attribute, the quality indicator is the same across all statistical units equal to the raw-data quality measure, since only one source is available and therefore no conflicting or confirming evidence can arise. However, for multiple and derived attributes the values for each statistical unit may differ according to the quality values in the different origin registers. For missing values the quality indicator of an attribute is set to zero for the corresponding record, irrespective of the type of the attribute. A detailed description of the quality assessment for the three types of attributes in the CDB can be found in Berka et al. (2010, 2012).
2.3. Quality Assessment from the Central Database to the Final Data Pool

In the previous section, we have examined the quality assessment on the raw-data level as well as in the Central Database. So far, item nonresponse has not been considered. However, missing and implausible values should be replaced by plausible information in the Final Data Pool (FDP, right box in Figure 2).

Figure 3 illustrates an artificial example of the quality assessment for a unique attribute, educational attainment (EDU) with a missing value in the raw data, indicated by a dot. The quality measurement for this attribute starts with the application of the three hyperdimensions on the register level \( (HDD, HDP, HDE) \). In this simple case, we consider a unique attribute so that the information from the register is directly transferred to the CDB because there is no other source to be considered. As a consequence, the quality indicators for the values on the CDB level remain unchanged. In our hypothetical example, \( q_\odot = 0.89 \), which is the result of a weighted average of the three hyperdimensions at the register level. If a record has no information or implausible information for an attribute, the quality indicator is set to zero on CDB level (see ID 004 in the center of Figure 3), since we do not have any valid information for this record. However, the quality for this entry is updated after the imputation process. The corresponding quality measure in the FDP – we show its derivation in the following – is supposed to be 0.67 \( (HDI) \). The entries which are not imputed have the same quality in the FDP as in the CDB. The average of the quality measures for all records on FDP level results in the final quality indicator of \( q_\Omega = 0.85 \) for educational attainment. Thus the average of the quality indicator for this attribute after the imputation procedure \( \bar{q}_{\Psi,EDU} \) increases as compared to the average quality on CDB level \( \bar{q}_{\Psi,EDU} \).

This procedure is applied not only for unique attributes but for all three types of attributes. Moreover, it leads to the same result: since imputations provide plausible values for attributes that would otherwise deliver no information for a certain record, the overall quality of the attribute increases after the application of the imputation process. The magnitude of this increase depends however on the quality of the imputation process as measured by \( HD^I \). In the following, we will focus on how the hyperdimension Imputation (\( HD^I \)) can be derived.
3. A Structural Approach to the Quality Assessment of Imputations

3.1. Imputation Process and Estimating Order

Due to the principle of redundancy, the amount of missing values in register-based statistics is generally considered to be quite low, since a large number of variables are covered in multiple registers. For instance, in the Austrian register-based census of 2011, the level of item nonresponse for most attributes does not greatly exceed ten percent. For demographic variables, like sex or age, the number of missing values is considerably lower. Nevertheless, some values need to be imputed due to a variety of reasons.

EU Commission Regulation 1151/2010 distinguishes between *item imputation* and *record editing* (European Commission 2010). Item imputation refers to the insertion of artificial but plausible information into a data record with a missing value in this specific attribute. More specifically, imputations try to set a value in accordance with information already available either in the same record or in the rest of the database. Record editing is the process of checking and modifying data records to tender them plausible while preserving major parts of these records. However, record editing is often accomplished by deleting implausible (or out-of-range) values and subsequently reimputing the missing entries. Conversely, Chambers (2001, 11) does not distinguish “between imputation due to missingness or imputation as a method for correcting for edit failure.” He argues that in both cases the true values are missing. For quality assessment in Austria, both types are treated the same way irrespective of the reason for the imputation.

For example, Chambers (2001, 11f) distinguishes between five quality-related properties that imputations should fulfil:

1. Predictive Accuracy: the imputed values should be as “close” as possible to the true values.
2. Ranking Accuracy: the imputation process should preserve the order of imputed values (for attributes which are at least ordinal).
3. Distributional Accuracy: the imputation procedure should preserve the distribution of the true data values.
4. Estimation Accuracy: the lower order moments of the distribution of the true values should be reproduced by the imputation process (for scalar attributes).
5. Imputation Plausibility: the imputation procedure should result in imputed values that are plausible.

These conditions may serve as a reference point for the quality assessment of imputations. Furthermore, the imputation procedure requires a hierarchical estimation order to connect all necessary steps in a chronological way. In this respect, two aspects have to be considered on a theoretical basis (Kausl 2012):

- In most statistics based on administrative data, a variety of registers is used in order to ensure sufficient quality for all required attributes. Due to possible differences in the data delivery (delays) it is necessary to check at which time each item can be edited.
- The choice of predictors used for imputations should be based on their association with the variables to be imputed. Therefore, it is imperative to analyze the highest correlations between the variables to develop optimal estimation models for each
imputation step. Variables that have already been imputed can be used as predictors to estimate other items.

As an example, Figure 4 illustrates the imputation interdependencies between the variables of the Austrian census topics. The hierarchical work flow is indicated by the arrows from one attribute to another. The relationships between variables are not confined within the topics (e.g., \( LMS \rightarrow AGE, SEX \) and \( POB \)), but also connect variables between the topics (e.g., \( EDU \rightarrow AGE, SEX, COC \) and \( PFE \)). Demographic attributes, like age and sex, are the first ones in the estimation order, variables concerning the labour market are the last. Accordingly, many other variables are required to impute missing values in labour market variables, such as occupation (\( OCC \)). In the next step, the quality of the imputations has to be evaluated.

3.2. **Applied Imputation Methods**

For the quality assessment of imputations in register–based statistics (\( HD^I \) in our framework), the distinction of methods is crucial (see Kausl 2012). We distinguish
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Fig. 4. Structured work flow of the imputation process. \( POB = \text{place of birth}, \) \( LOC = \text{size of locality}, \) \( COC = \text{country of citizenship}, \) \( YAE = \text{year of arrival in the country since 1980}, \) \( LMS = \text{legal marital status}, \) \( CAS = \text{current activity status}, \) \( ME = \text{marginal employment}, \) \( FPT = \text{full-part-time employment}, \) \( OCC = \text{occupation}, \) \( PFE = \text{participation in formal education}, \) \( EDU = \text{educational attainment (highest completed level)}, \) \( NOC = \text{number of occupants}, \) \( POC = \text{period of construction}, \) \( NOR = \text{number of rooms}, \) \( TOI = \text{toilet/bath facilities}, \) \( WSS = \text{water supply system}, \) \( UFS = \text{useful floor space}, \) \( OWS = \text{type of ownership}, \) \( THO = \text{type of heating}, \) \( IND = \text{industry (branch of economic activity)}. \)
between deterministic editing, statistical estimation (primarily hot-deck technique, but also logistic regressions) and statistical matching. To begin with the first, missing values in the data can be imputed by deterministic rules, even before applying statistical methods, because we are able to derive missing values from auxiliary data. Two examples from the Austrian register-based census illustrate such cases:

- Missing values in the legal marital status (LMS) are classified according to the Central Social Security Register. Information on individuals receiving a widow’s or widower’s pension is provided by this register. The relevant information is gathered to change missing values of the attribute LMS to “widowed” if a person receives a widow’s or widower’s pension.
- People younger than 15 years are classified “not applicable (persons under 15 years of age)” with regard to the educational attainment (EDU). Their current activity status (CAS) is “persons below the age of 15” and their marital status (LMS) is “never married”.

We do not consider such derivations with the utmost matching probability an estimation in the narrower sense, but rather see them as plausibility steps. However, there are also derivations with substantial uncertainty due to a lack of information. Nevertheless, in the following cases taken from the Austrian register-based census no statistical imputation method is necessary:

- The Central Population Register has information on the place of birth (POB). Missing values are filled with information on the country of citizenship (COC) if the person has foreign citizenship. The available data justify this assumption: 77 percent of individuals with a foreign COC were also born in this (foreign) country. Hence, even though there is uncertainty, this imputation method classifies 77 percent of the attribute POB as correct when it is applied to observed data for 2011.
- Suppose the marital status (LMS) is missing and there is another individual living in the same household. If the other person is “married”, the age difference between the two individuals is less than 18 years, and their sex differs, then the missing marital status is set to “married”.

Another important imputation method for the Austrian census is hot-deck imputation. This method chooses the imputed value from an assumed or estimated distribution that is taken from existing data (Little and Rubin 2002). It is suitable for all scenarios of missing data, except for missing not at random higher than ten percent (Roth 1994). A detailed review of hot-deck methods is given by Andridge and Little (2010). In the Austrian case, individuals are aggregated to groups (“decks”) by attributes which are strongly correlated to the response variable. The distribution in the decks of the source data, derived from the FDP, is transferred to the corresponding group of the target data. Table 1 gives an example of artificial data for the LMS. The distribution of the existing values in the census of the same year is applied on the missing values for the same attribute. As an example, 55.6 percent of all females aged 30 to 40 years with their main residence in the federal state Tyrol and a missing value for LMS will be considered married women. Since we cannot be sure which women with a missing LMS are actually married, a uniformly distributed random variable with the interval [0, 1] determines the assignment of the LMS. According to our example in Table 1, the interval [0, 0.37) is assigned to “LMS = never married”.
the interval [0.37, 0.926) is assigned to “married”, the interval [0.926, 0.996) is assigned to “divorced” and finally the interval [0.996, 1) is assigned to “widowed”.

Finally, statistical matching is the last applied imputation method in the Austrian census. It is based on the combination of two incomplete records. We will explain the procedure using the example of a missing observation for educational attainment (EDU). Register–based statistics rely on unique identification keys for every individual in order to combine the information from multiple data sources. Consider a data record with a missing value for educational attainment (EDU). Consider another data record with a missing unique identification key but information on several other attributes, including EDU. Statistical matching searches these loose observations and connects them with individuals who have a missing value for EDU but otherwise have the same characteristics. Two incomplete records, one of them useless because of the missing identification key, can be merged to one complete record.

3.3. Quality Assessment of Imputation Models

In general, an overall quality measure for imputations requires the evaluation of two parts, the input of the estimation model as well as the output (i.e., the accuracy of the model). The inputs of the estimation models are assessed with the three hyperdimensions \( HD^D \), \( HD^P \), and \( HD^E \) that are combined in the CDB.

For the evaluation of the model itself, the so-called classification rate \( \Phi \) is used to obtain a quality measure for the imputations (Hui and AlDarmaki (2012) as well as Chambers (2001)).

It is a general measure for the goodness of fit and can also be calculated for a variety of imputation techniques. Its principle is to apply the imputation model to already existing data and compare the results of the imputation process with the true values of these observations. The classification rate equals the ratio between the matching values and the number of all compared entries.

This measure can be applied specifically to categorical variables and is shown in equation (1), where \( \hat{Y}_i \) is the estimated value for the observed value \( Y_i^* \) of person \( i \), \( n \) is the sample size and \( I \) is an indicator function. Take the legal marital status (LMS) as an example for a categorical variable. In this case the quality assessment should measure the hit ratio, that is, the probability that the estimation model picks exactly the right category of the true value.

\[
\Phi = 1 - n^{-1} \sum_{i=1}^{n} I(\hat{Y}_i \neq Y_i^*)
\]  

Table 1. Artificial example of the deck for legal marital status (LMS)

<table>
<thead>
<tr>
<th>Sex</th>
<th>Age</th>
<th>Federal state</th>
<th>Size of deck</th>
<th>NEVER MARRIED</th>
<th>MARRIED</th>
<th>DIVORCED</th>
<th>WIDOWED</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>30–40</td>
<td>Tyrol</td>
<td>50.000</td>
<td>37</td>
<td>55.6</td>
<td>7</td>
<td>0.4</td>
</tr>
<tr>
<td>Male</td>
<td>50–60</td>
<td>Viennä</td>
<td>100.000</td>
<td>12</td>
<td>66</td>
<td>20</td>
<td>2</td>
</tr>
</tbody>
</table>
For ordinal variables, the distance of the imputed value to the true value is relevant, hence Equation (2) is a modification of the classification rate $\Phi$ that measures and standardizes this gap. A satisfactory quality indicator has to consider the accuracy of the model, which means measuring the contiguity of the estimated value to the true value. Assume several categories of the attribute educational attainment ($EDU$), ranging from primary to higher tertiary education. If the true value was higher tertiary education, an estimated value of lower tertiary education would be more accurate than an estimated value of lower secondary education.

$$\Phi = 1 - n^{-1} \sum_{i=1}^{n} \left( \frac{1}{2} \left[ \frac{|\hat{Y}_i - Y_i|}{\max(Y) - \min(Y)} + I(\hat{Y}_i \neq Y_i) \right] \right)$$ (2)

For the case of numerical variables both concepts (1) and (2) can be applied. Chambers (2001, 15) suggests that the methods which are developed for categorical variables could also be applied to scalar attributes by first categorizing them. If the arbitrariness of categorizing variables should be avoided, an applicable imputation performance measure has to be constructed. However, a simple correlation coefficient between estimated and true values is considered to be a rather intuitive approach. One example for a metric attribute is the variable “useful floor space” ($UFS$) of a household. The correlation coefficient between the estimated and the true $UFS$ can be applied analogously to the classification rate for the evaluation of the imputation model.

Finally, we provide an application of the major steps for the quality assessment of imputation methods described above: deterministic editing with and without uncertainty, statistical estimation as well as statistical matching. As already mentioned, the source variables for the imputation process are the attributes in the FDP rather than attributes in the raw data. Therefore, the quality indicator from the FDP delivers the quality information for the source variables, with the values being used for the single statistical units. According to the type of imputation we distinguish between the following quality assessment rules:

- **Deterministic editing without uncertainty**: the input quality equals the quality of the source variables $q_{\Omega,i}$ where $i$ denotes the attribute. The output quality equals 1, as there is no uncertainty about the correctness of the model. The overall quality of the imputation yields

$$HD^I = \frac{1}{n} \sum_{i=1}^{n} q_{\Omega,i} \cdot \Phi$$ (3)

where $\Phi = 1$.

- **Deterministic editing with uncertainty**: the input quality again equals the average quality of the source variables $q_{\Omega,i}$, while the output quality equals the classification rate $\Phi$, as shown in Equation (3).

- **Statistical estimation**: we define imputation quality as the average quality of the predictors $q_{\Omega,i}$ (input quality) times the classification rate (output quality) for the imputations (again see, Equation 3). This measure is independent of the number of
Table 2. Results for the calculation of $HD^I$ for legal marital status (LMS)

<table>
<thead>
<tr>
<th></th>
<th>Deterministic editing*</th>
<th>Hot decks</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{q}_{1,CAS}$</td>
<td>0.914</td>
<td></td>
</tr>
<tr>
<td>$\bar{q}_{1,AGE}$</td>
<td>0.998 0.998 0.998 0.998</td>
<td>0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998 0.998</td>
</tr>
<tr>
<td>$\bar{q}_{1,SEX}$</td>
<td>0.999 0.999 0.999 0.999</td>
<td>0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999 0.999</td>
</tr>
<tr>
<td>$\bar{q}_{1,POB}$</td>
<td>0.983 0.983 0.983 0.983</td>
<td>0.983 0.983 0.983 0.983 0.983 0.983 0.983 0.983 0.983 0.983 0.983 0.983</td>
</tr>
<tr>
<td>$\bar{q}_{1,HH-ID}$</td>
<td>0.914 0.998 0.999 0.999</td>
<td>0.999 0.994 0.999 0.999 0.999 0.999 0.951 0.994 0.999 0.999 0.994 0.994</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>1 1 1 1</td>
<td>0.928 0.679 0.674 0.894 0.891 0.783 0.84 0.838 0.77 0.734 0.716 0.709</td>
</tr>
<tr>
<td>$HD^I$</td>
<td>0.914 0.998 0.999 0.999</td>
<td>0.927 0.675 0.673 0.888 0.889 0.778 0.798 0.833 0.765 0.733 0.711 0.704</td>
</tr>
</tbody>
</table>


Note: $CAS =$ current activity status, $POB =$ place of birth, $HH,ID =$ Household ID.

*Deterministic Editing: For example, if age is under 15 years then $LMS$ is “never married”.
predictors and includes both the quality of the data used for the imputations as well as their ex-post fit.

- **Statistical matching:** two incomplete records – one without unique identification key, another one with the missing value – are merged. Therefore, no imputation in the narrower sense is carried out. The formerly missing value in the merged records from now is treated the same as any other non-missing value. The quality measure is obtained via the quality of the used data source.

### 4. Results of the Quality Measurement of Imputations in the Austrian Census

Applying the suggested quality assessment for imputations, we provide results for the attribute legal marital status \((LMS)\) from the Austrian register–based census of 2011. Table 2 shows results for the used imputation methods, deterministic editing without uncertainty and hot-deck techniques.

Hot-deck imputations for the \(LMS\) are based on four variables. These predictors are age, sex, place of birth \((POB)\) and household identification number \((HH_ID)\). For every deck the average input quality \(q_{Input}\) of the source variables is computed (on the level of statistical units). Table 2 shows the twelve imputation decks in the columns. The classification rate \(F\) measures the hit ratio when applying the imputation method on observed data to evaluate the model accuracy. Thus we obtain a classification rate for every deck. The quality of the source variables is multiplied with the classification rate, which results in a quality measure \(HD^I\) for the imputations. Table 2 presents the average of this measure for each deck.

Deterministic editing without uncertainty also uses other variables to gain information for the missing value. For example, the \(LMS\) can be derived from the variable age, as is shown in the second column of Table 2. The conditions stated by deterministic editing without uncertainty are true by definition. Therefore, \(HD^I\) equals the quality of the source variable(s) since the hit ratio is 1. Again, every statistical unit receives a quality measure for the input values and for the resulting \(HD^I\).

The overall quality of the attribute \(LMS\) is positively affected, as can be seen in Table 3. The quality indicator \(q_{V,LMS}\) in the CDB equals 0.955. Remember that the quality of missing values is set to zero in the CDB. In the FDP, imputed entries receive the quality of \(HD^I\) which leads to an increase of the overall quality \(q_{\Omega,LMS}\).

### 5. Conclusion and Outlook

This article provides a structural approach for the quality assessment of imputations. The evaluation of several imputation methods is embedded in a broader quality framework for register-based statistics as applied by Statistics Austria. Thus, analyzing the imputation process is one component in achieving a comprehensive and conclusive quality assessment for statistics based on administrative data. While other quality dimensions, such as metadata or formal errors, have received a lot of attention in the literature, there is less international experience on the evaluation of imputation procedures.

The quality assessment of imputations is the last conceptual step in the general framework introduced by Berka et al. (2010) and extended in Berka et al. (2012) for the register-based census in Austria. In this contribution, we address the possibility of
Table 3. Quality assessment from CDB to FDP for legal marital status (LMS)

<table>
<thead>
<tr>
<th>CDB</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>FDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>7,700,274</td>
<td>22925</td>
<td>457918</td>
<td>72091</td>
<td>56115</td>
<td>60</td>
<td>25540</td>
<td>79</td>
<td>3019</td>
<td>56269</td>
<td>547</td>
<td>124</td>
<td>73</td>
<td>6852</td>
<td>54</td>
<td>8,401,940</td>
<td></td>
</tr>
<tr>
<td>$\hat{q}_{i,LMS}$</td>
<td>0.955</td>
<td>0.914</td>
<td>0.998</td>
<td>0.999</td>
<td>0.927</td>
<td>0.675</td>
<td>0.673</td>
<td>0.888</td>
<td>0.889</td>
<td>0.778</td>
<td>0.798</td>
<td>0.833</td>
<td>0.765</td>
<td>0.733</td>
<td>0.711</td>
<td>0.704</td>
<td>0.958</td>
</tr>
</tbody>
</table>

Source: Austrian register-based census 2011.
different scale levels of the imputed attributes which require different quality measurement approaches. The application of classification rates enables us to assess the input variables as well as the model accuracy of various imputation methods.

The framework suggests that the quality of an attribute increases after the imputation process, since the quality of a missing value equals zero. Thus the imputed values have a slightly positive effect on the overall quality indicators, as preliminary results for the Austrian census 2011 confirm. However, the impact of imputations on the quality measures is moderate, since the number of missing values is rather low in the vast majority of attributes in the census.

We are confident that this approach has various practical applications, as the derivation of overall quality measures is of use not only for the NSIs but also for the data holders and end users. In particular, the end users of register data are able to track the quality of particular datasets and can assess the reliability of certain attributes. Moreover, this framework may help NSIs to meet the EUROSTAT quality reporting requirements for register-based censuses. In the future, the results provided by the quality framework may influence the choice of the data source in case of contradicting values between contributing registers.

Given the increasing relevance of register-based statistics in the past decade, our outlook clearly indicates that the importance of administrative data will rise in the coming years. At the same time, quality management plays an essential role in order to justify the replacement of traditional statistics and surveys. The general framework presented in this article facilitates the monitoring of quality assessment over time; however, there are still tasks ongoing and further research ahead, such as the detailed quality measurement of statistical matching.
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