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Abstract- To evaluate the expectation of a simple function with respect to a complicated multivariate density Monte Carlo integration has become the main technique. Gibbs sampling and importance sampling are the most popular methods for this task. In this contribution we propose a new simple general purpose importance sampling procedure. In a simulation study we compare the performance of this method with the performance of Gibbs sampling and of importance sampling using a vector of independent variates. It turns out that the new procedure is much better than independent importance sampling; up to dimension five it is also better than Gibbs sampling. The simulation results indicate that for higher dimensions Gibbs sampling is superior.

1. Introduction

A standard problem in scientific computing is the evaluation of an integral of the form

$$\int_{\mathbb{R}^d} q(x) f(x) \, dx$$

where \( x = (x_1, x_2, \ldots, x_d) \) denotes a vector in \( \mathbb{R}^d \), \( f(x) \) is the multiple of a density function with bounded but often unknown integral and \( q(x) \) is an arbitrary real valued function. In typical applications we want to find expectation, variance and some quantiles of all marginal distributions together with all correlations between the variables. If we consider, for example, the expectation it is obvious that we have to use \( q(x) = x_k \) to obtain the expectation of the \( k \)-th marginal. Also for the variances, quantities and correlations the evaluation of \( q(x) \) is very cheap whereas the evaluation of the density \( f(x) \) can be very expensive.

An application for the above setting are for example the parameter estimation problems of Bayesian statistics. Then \( f \) is the posterior density that is typically very expensive to evaluate. It is standard to calculate expectation, variance and several quantiles (eg. 2.5%, 50%, and 97.5%) of all or several important one-dimensional marginals. These integrals are calculated as they represent the Bayesian point estimates and confidence intervals for the parameters of the model.

It is important to note that the methods discussed here and the conclusions of this paper are valid for any integral of the form given above as long as the evaluation of \( q(x) \) is much faster than the evaluation of \( f(x) \).

Using naive Monte Carlo integration random vectors \( x_i \) with density \( f \) are generated. The average of the \( q(x_i) \) is the estimator (i.e. the approximate result) of the above integral. However, often the direct generation of iid. vectors with density \( f \) is impossible or very slow. There are three general approaches to evaluate the above integral if direct generation of vectors with density \( f \) is not possible:

- Simulation of vectors with density \( f \) using the rejection technique.
- Importance sampling.
- Markov Chain Monte Carlo algorithms, in particular Gibbs sampling as the most popular one in Bayesian statistics.

There are quite a few papers on this topic in the literature, certainly an indication that this is a difficult practical problem. Papers mainly concerned with the computing methodology are eg. [6] (among many others) for the Gibbs sampler and [8], [11], [7], [13], [12] and [10] for importance sampling.

In the last years many authors spot that the routine use shifts more and more to Gibbs sampling or other Markov chain Monte Carlo methods. On the other hand it is obvious that it is very easy to parallelize importance sampling that uses independent sampling from the same distribution. In Markov Chain Monte Carlo normally one long Markov chain is generated which makes parallelization more difficult. Nevertheless, it is possible to run a small number of chains in parallel.
We were not able to find papers that compare the performance of these two so different approaches. Thus, the aim of this paper is twofold. We develop a new simple general purpose importance sampling scheme and we compare its performance to the performance of Gibbs sampling.

2. Importance Sampling

For importance sampling we have to find an importance sampling density (also called proposal density) \( g(x) \). In most applications it is necessary to find more than one characteristic for several marginal distributions. It is thus in practice not possible to find the optimal importance density for a single \( g(x) \). In this situation it is argued in the literature (see eg. [8] and [3]) that \( g(x) \) should be roughly proportional to \( f(x) \) but with higher tails. The idea of importance sampling is then to sample vectors from the proposal density \( g(x) \) and to evaluate the integral

\[
\int q(x)w(x)g(x) \, dz \quad \text{with} \quad w(x) = \frac{f(x)}{g(x)}.
\]

The \( w(\cdot) \) is called weight function and \( w(x) \) the weight for \( x \). As we do not know the integral of \( f \) we cannot use the classic importance sampling estimate \( \bar{E}_g(q(x)w(x)) \) but have to use the ratio estimate \( \bar{E}_g(q(x)w(x))/\bar{E}_g(g(x)) \), see [8] for its properties.

It is quite clear that good weights should be approximately constant, in other words the weights should have a small variance. In [8] it is suggested to use the “effective sample size”

\[
n_e = \frac{(\sum w_i)^2}{\sum w_i^2} = \frac{n}{V(w_i) + 1}.
\]

Maximizing the effective sample size is equivalent to minimizing the variance of the weights. It is not difficult to show that

\[
n_e = \frac{n}{\int f^2(x)/g(x) \, dz}.
\]

3. Rejection Sampling

For rejection sampling (see [9] or [2] for a detailed explanation) it is necessary to find a hat function \( h(x) \) with

\[
h(x) \geq f(x) \quad \text{for} \quad x \in \mathbb{R}.
\]

The hat function must have bounded integral and should be chosen such that it is not too difficult to generate random vectors with density proportional to \( h(x) \). The integral of the hat function should be as small as possible as the expected number of trials \( \alpha \) necessary to generate one random vector is

\[
\alpha = \frac{\int h(x) \, dz}{\int f(x) \, dz}.
\]

Note that if we consider the normed densities \( \hat{f} \) and \( \hat{h} \) associated with \( f \) and \( h \) then we have

\[
\alpha = \sup_x \frac{\hat{f}(x)}{\hat{h}(x)}.
\]

3.1. Comparing rejection and importance sampling

Perhaps the most frequently used error calculated in statistics is the mean squared error (MSE). To compare the advantages and disadvantages of the different integration methods it is therefore instructive to consider the MSE when estimating the mean of a marginal distribution. (Without loss of generality we will restrict the discussion to the first marginal distribution.) If we can generate iid. random variates directly it is well known that the MSE for estimating the mean is equal to \( \sigma^2/n \), where \( \sigma^2 \) denotes the variance of the marginal distribution and \( n \) the sample size.

As we are focusing on the case that the evaluation of \( f \) is very expensive it seems to be of interest to express the MSE in terms of \( N_f \) the number of evaluations of the density that are necessary.

If we consider rejection sampling and assume that no squeeze (simple lower bound of the density) is used, which is rarely possible for multidimensional problems, we can express the mean squared error of rejection sampling as function of \( N_f \), the number of evaluations of \( f \):

\[
\text{MSE}_{RS}(N_f) = \frac{\sigma^2}{N_f}.
\]

For importance sampling we can use the fact that the MSE for the mean of a marginal distribution is approximately equal to \( \sigma^2/n_e \) as \( n_e \) is the effective sample size. Thus we get for importance sampling:

\[
\text{MSE}_{IS}(N_f) \approx \frac{\int f^2(x) \, dz}{\int g(x) \, dz} \cdot \frac{\sigma^2}{N_f} = \frac{V(w_i) + 1}{N_f}.
\]

If we compare importance sampling with rejection sampling with the same normed densities \( g(x) = h(x) \) we can see (as pointed out in [4]) that we always have

\[
\text{MSE}_{IS}(N_f) \leq \text{MSE}_{RS}(N_f)
\]

as

\[
\int f^2(x) \, g(x) \, dz \leq \sup_x \left( \frac{f(x)}{g(x)} \right) \int f(x) \, dz = \alpha.
\]

Of course the above result does not mean that rejection sampling is useless. Only for the case that we cannot use a squeeze (lower bound for the density) and that the evaluation of the density is much more expensive than the evaluation of \( q(x) \) we can see that importance sampling is resulting in a smaller MSE for approximately the same computing effort.
4. A new class of importance sampling densities

In practice the success of importance sampling heavily depends on the used importance sampling density. If we consider the variety of shapes a multi-modal density can have in higher dimensions it is not astonishing that it is impossible to find a general IS density for arbitrary densities in high dimension. There are few general purpose suggestions how to select the proposal density. An exception are adaptive importance sampling schemes (cf. eg. [7] or [13]), that have the disadvantage that they still need an importance sampling density to start with. In addition they use kernel density estimation and are thus very slow.

In this paper we will concentrate on the more tractable but still difficult case of unimodal densities $f$. One important importance sampling density for a unimodal $f$ with low tails is the split-normal distribution suggested in [3]. This approach assumes that the density $f$ is approximately multi-normal and guesses the variance-covariance matrix of the distribution using a rough numeric estimate of the Hessian matrix in the mode of the log-density. Good results are reported for this method for some Bayesian applications.

In contrast we develop a general approach to construct importance sampling densities for multivariate log-concave distributions. (Log-concave posterior densities are fairly common in Bayesian statistics.) The new method requires only the knowledge of the mode but no estimate of the variance covariance matrix. It was motivated by automatic hat-construction algorithms based on transformed density rejection (TDR) , see [9]. These TDR algorithms construct upper bounds for multivariate densities by using tangent hyperplanes of the log-densities.

For importance sampling densities it is not necessary to obtain upper bounds; only approximations of the densities are required. We thus try to approximate the given log-density $\log f$ by a hyperplane in a region. To do this it is necessary to know the location of the mode and it is convenient to decompose the $d$-dimensional space into $2^d$ quadrants using the location of the mode as origin. It is easy to see that a vector of $d$ independent exponential variates has the property that its joint density transformed by the logarithm is a hyperplane. So in each quadrant we can use a vector of independent exponential distributions with different parameters $\lambda_i$ when we try to approximate the log-density by a hyperplane. The importance sampling density in the first quadrant is the given by:

$$f(x_1, x_2, \ldots, x_d) = \exp\left(-\sum_{i=1}^{d} \lambda_i x_i\right)$$

To choose the parameters $\lambda_i$ for all $d$ coordinates in each quadrant we use the following heuristic formula that is based on the idea to find a hyperplane not too different from the (log-)transformed density:

$$\lambda_i = \frac{3}{\log(f(0)) - \log(f(v)) + \frac{\sqrt{d}}{\log(f(0)) - \log(f(\|e_i\|))}}$$

where $v$ is the vector of dimension $d$ with all entries equal to 1 and $e_i$ denotes the $i$-th vector of the canonical basis. If the probabilities $p_j$ of the proposal distribution are selected proportional to the reciprocal value of the product of all $\lambda_i$ this implies that the importance sampling densities of all quadrants have the same value in the origin. In our numerical experiments we observed that for distributions with high correlations the probabilities for some quadrants are too close to 0. So we decided to correct small probabilities such that for every quadrant the probability is guaranteed to be larger than or equal to $1/(10 \cdot 2^d)$. It should be obvious from our explanations that this proposal density requires a considerable number of parameters: $d$ different $\lambda_i$ and a probability in every quadrant, which results in a total of $(d + 1)2^d$ parameters. Nevertheless, it is straightforward and very fast to calculate these parameters.

5. Gibbs sampling

Gibbs sampling (see eg. [5] or [9]) is the most popular Markov Chain Monte Carlo algorithm. Given an arbitrary starting point the Gibbs sampler generates sequentially variates from the one dimensional full conditional distributions using the current values of the other coordinates. Thus the Gibbs sampler is not generating an iid. sequence of random vectors. Instead it generates a Markov chain of random vectors whose distribution converges to the distribution with density $f$. It is possible to show that under mild regularity conditions using the vectors $x_i$ of the generated Markov chain the average of the $q(x_i)$ converges to the integral $\int q(x)f(x) \, dx$. Of course the choice of the starting value is of some importance. If the approximate location of the mode is known it is a good starting point. Otherwise the sampler is run for some time till a statistical test indicates that the Markov chain has converged. Then this first part of the chain (the so called burn-in) is discarded and the sampling is continued to generate a vector sample and to calculate the average of the $q(x_i)$. It is possible although not simple to calculate a confidence interval for the integration result using Gibbs sampling.

One practical problem of the Gibbs sampler is the fact that it is necessary to sample from the full conditional
distributions. If it is known that they are log-concave it is possible to use automatic random variate generation methods for one-dimensional log-concave distributions. For details see [6] and [9].

Despite the popularity of the Gibbs sampler there are hardly any investigation on the size of the mean squared error of integrals evaluated using the Gibbs sampler ([11] is such a rare example). Therefore we tried to quantify the error for a simple but important special case.

5.1. The MSE of the Gibbs sampler for the multi-normal distribution

It is instructive (and comparatively simple) to investigate the properties of the Gibbs sampling scheme for the multi-normal distribution. In the sequel we assume without loss of generality that the variances of all marginal distributions are equal to one.

It is easy to see that for the two dimensional normal distribution the full conditional distribution of \( X_1 \) given \( x_2 \) is normal with mean \( r x_2 \) and variance \( 1 - r^2 \). Thus we have the recursion

\[
X_1(1) = r X_2(0) + \sqrt{1 - r^2} \varepsilon_1 \\
X_2(1) = r X_1(1) + \sqrt{1 - r^2} \varepsilon_2
\]

where \( \varepsilon_i \) denotes a sequence of iid. standard normal variates. It is easy to show that the \( X_i(i) \) form an AR(1) process with parameter \( r^2 \) and variance \( 1 - r^2 \) [1].

To calculate the MSE of the mean of the first marginal we can write the sum of the \( X_1(i) \) as sum of the \( \varepsilon_i \) with different coefficients and get:

\[
\text{MSE-Gibbs-2dim}(n) = \frac{1 + r^2}{n(1 - r^2)}.
\]

For dimensions \( d > 2 \) the Gibbs sampler of the multi-normal distribution is no longer a simple AR process but if the correlation between all variables are equal it is still not difficult to write the MSE of the expectation of a marginal distribution as a sum of normal variates with different variances and to calculate the variance of this sum numerically. Our results for some dimensions can be found in Table 1. As expected the MSE grows for increasing correlation and of course also grows for increasing dimension.

6. Comparison of Gibbs sampling and importance sampling

It is not easy to make a fair comparison between these two very different methods. For the new importance sampling density proposed above we need the location of the mode, which can be easily found as we assume that the log-density is at least approximately concave. The remaining part of the algorithm is simple; it is also no problem to calculate confidence intervals for the results. However, it must not be overlooked that these confidence intervals can be wrong if the variance of the weights is high which can lead to poor estimates of the standard error. Another clear advantage of importance sampling is that if high precision is needed we can easily parallelize the simulation as we are generating iid. samples.

For Gibbs sampling it is not necessary to know the mode of the distribution but it is necessary to have generation methods available to generate variates from the full conditional distributions of the density \( f \). It is necessary to decide when the chain has converged and it is not easy to calculate confidence intervals for the results as the generated vectors are not independent.

Looking at the above arguments we think that they are slightly in favor of importance sampling. However, most important is the question which of the two methods will lead to more precise results. So we will compare the mean squared error for a standard integration problems to get more objective arguments to decide between these two methods.

6.1. Comparing the mean squared error

First we have to decide about the rules for our comparison. As we assume that the density \( f \) is expensive to evaluate we should use the number of evaluations of \( f \) as a main factor. Unfortunately for the Gibbs sampler this number strongly depends on the structure of \( f \). If the full conditional distributions of \( f \) are standard distributions no evaluations of \( f \) are necessary at all. If we use rejection algorithms for each of the full conditionals it can be necessary to evaluate the full conditionals four times or even more often

<table>
<thead>
<tr>
<th>( d )</th>
<th>( r )</th>
<th>MSE Gibbs</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td>1.7</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>2.2</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>2.7</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>3.9</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>5.9</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>9.5</td>
</tr>
<tr>
<td>3</td>
<td>0.9</td>
<td>17.7</td>
</tr>
<tr>
<td>4</td>
<td>0.9</td>
<td>25.9</td>
</tr>
<tr>
<td>6</td>
<td>0.9</td>
<td>42.1</td>
</tr>
<tr>
<td>10</td>
<td>0.9</td>
<td>74.2</td>
</tr>
<tr>
<td>2</td>
<td>0.99</td>
<td>98.8</td>
</tr>
<tr>
<td>3</td>
<td>0.99</td>
<td>194.7</td>
</tr>
<tr>
<td>4</td>
<td>0.99</td>
<td>289.2</td>
</tr>
<tr>
<td>6</td>
<td>0.99</td>
<td>473.6</td>
</tr>
<tr>
<td>10</td>
<td>0.99</td>
<td>824.9</td>
</tr>
</tbody>
</table>

Table 1: MSE of the expectation of the first marginal distribution multiplied by \( 10^4 \) for the Gibbs sampler with \( n = 10000 \); \( f \) the density of the multi-normal distribution with unit variances and all correlations equal to \( r \).
to generate only one coordinate of the vector. And it is not clear if the evaluation of the full conditionals is as time consuming as that of the full density or much cheaper. So there is clearly no general way to make a fair comparison. As a simple assumption, that should not be too unrealistic for many applications, we therefore assume that for dimension \( d \) one cycle of the Gibbs sampler (i.e., updating all \( d \) coordinates) requires \( d \) evaluations of the density.

For our experiments with dimension \( d \) between two and eight we use the multi-normal distribution with unit variances and equal correlations between all variables. Thus the variance covariance matrix has ones in the diagonal and all other elements are equal to \( \rho \). For \( \rho \) we used the values 0, 0.5 and 0.9. We compare the mean squared error of the integral that calculates the variance of the first marginal always using \( 10^4 \) evaluations of \( f \); "IS indep." uses independent double exponential random variates whereas "IS new" uses our new procedure of Section 4.

<table>
<thead>
<tr>
<th>( d )</th>
<th>( r )</th>
<th>Gibbs</th>
<th>IS indep.</th>
<th>IS new</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.5</td>
<td>2.0</td>
<td>4.0</td>
<td>1.1</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>3.0</td>
<td>6.0</td>
<td>1.2</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>4.0</td>
<td>8.0</td>
<td>1.3</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>6.0</td>
<td>12.0</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>8.0</td>
<td>16.0</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 2: The MSE multiplied by \( 10^4 \) for expectation (E) and variance (V) of the first marginal. For the multi-normal distribution with unit variances and all correlations equal to \( \rho \); always using \( 10^4 \) evaluations of \( f \); "IS indep." uses independent double exponential random variates whereas "IS new" uses our new procedure of Section 4.

Comparing our new importance sampling procedure and Gibbs sampling it is obvious that the importance sampling procedure deteriorates much more quickly than that of the Gibbs sampler so that, depending on the correlation, the break-even point is somewhere around dimension five. For stronger correlations the advantage of the Gibbs sampler in higher dimensions is even more obvious.

Table 3 gives the results for our second simulation experiment. There we used a normal mixture distributions with two equal probable parts: both standard normal vectors with mean vectors \((m, m, \ldots)\) and \((-m, -m, \ldots)\) respectively. It can be clearly seen that the results are very similar to the results of Table 2.

Table 3: Same as Table 2 but for a multi-normal mixture distribution with the mixtures centered at \((m, m, \ldots)\) and \((-m, -m, \ldots)\).

are confirmed by this simulation study.

Looking at the case \( \rho = 0 \) we can compare the results with the naive simulation where the MSE is \( 1/n \) for the expectation and \( 2/n \) for the variance. The Gibbs sampler is exactly the same as naive simulation in this case. However, as we are reporting the mean squared error for a fixed number of evaluations of \( f \) the sample size decreases with dimension which in turn leads to an increased MSE.

Of course our simulation study is only comparing the performance of the two methods for two simple problems. Nevertheless, it is an indication that the Gibbs sampler that is not using approximations of the density but samples from the exact full conditional distributions performs well for increasing dimension.
7. Conclusions

We have proposed a simple novel method for constructing importance sampling densities. Our simulation results indicate that the new method works fine up to dimension five or six.

We have compared the performance of this importance sampling procedure with the Gibbs sampler. Our results show that for low dimension the performance for importance sampling is clearly better. However, due to the fact that the performance of importance sampling deteriorates much faster with the dimension the Gibbs sampler performs clearly better for higher dimensions (larger than six).

For many densities $f$ the Gibbs sample is more complicated to implement and it is also much more difficult to parallelize. Therefore the simplicity of our general purpose importance sampling approach and the possibility to easily distribute the computations should certainly be utilized for dimensions below six. For higher dimensions importance sampling should only be used if an importance sampling density very close to the real density can be found.
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