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Abstract

In this paper we investigate the potential of the analysis of noisy non-stationary time series by quantizing it into streams of discrete symbols and applying finite-memory symbolic predictors. The main argument is that careful quantization can reduce the noise in the time series to make model estimation more amenable given limited numbers of samples that can be drawn due to the non-stationarity in the time series. As a main application area we study the use of such an analysis in a realistic setting involving financial forecasting and trading. In particular, using historical data, we simulate the trading of straddles on the financial indexes DAX and FTSE 100 on a daily basis, based on predictions of the daily volatility differences in the underlying indexes. We propose a parametric, data-driven quantization scheme which transforms temporal patterns in the series of daily volatility changes into grammatical and statistical patterns in the corresponding symbolic streams. As symbolic predictors operating on the quantized streams we use the classical fixed-order Markov models, variable memory length Markov models and a novel variation of fractal-based predictors introduced in its original form in [1]. The fractal-based predictors are designed to efficiently use deep memory. We compare the symbolic models with continuous techniques such as time-delay neural networks with continuous and categorical outputs, and GARCH models. Our experiments strongly suggest that the robust information reduction achieved by quantizing the real-valued time series is highly beneficial. To deal with non-stationarity in financial daily time series, we propose two techniques that combine “sophisticated” models fitted on the training data with a fixed set of simple-minded symbolic predictors not using older (and potentially misleading) data in the training set. Experimental results show that by quantizing the volatility differences and then using symbolic predictive models, market makers can generate a statistically significant excess profit. However, with respect to our prediction and trading techniques, the option market on the DAX does seem to be efficient for traders and non-members of the stock exchange. There is a potential for traders to make an excess profit on the FTSE 100. We also mention some interesting observations regarding the memory structure in the studied series of daily volatility differences.
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1 Introduction

Many real-world time series, especially in economics, possess two important properties: (1) they have a large noise component masking the underlying patterns exploitable for prediction, and (2) they are, or can be, highly non-stationary. For a reliable estimation of pattern recognition or prediction models using data from such time series, due to property (1), large samples — i.e. time series values over a large time window ([2], [3]) — are needed. Due to property (2), however, the size of such samples cannot arbitrarily be enlarged.

We therefore investigate a class of models for prediction which aim at reducing the noise component while preserving the underlying predictable patterns in the stochastic process. This class of models starts with a careful quantization of the continuous-valued time series into a series of discrete symbols\(^1\). Subsequently, symbolic predictive models — most prominently, the family of Markov models — are used to extract the underlying statistical structure. We demonstrate the viability of such an approach in the domain of financial time series, namely on the application of predicting the volatility of indexes in the financial markets.

The idea of quantizing financial time series has already appeared in several studies [2], [3], [7], [8], [9], [10]. Papageorgiou built predictive models to determine the direction of change in high frequency Swiss franc/U.S. dollar exchange rate (XR) tick data [7] and studied the correlational structure of coupled time series of daily XRs for five major currencies measured against the U.S. dollar [8]. In both cases the real-valued XR returns were quantized into 9 symbols. Papageorgiou predicts the directions of changes in Swiss franc/U.S. dollar XRs using a second-order Markov model (MM) and analyses the correlational structure in the five major XRs through a mixed memory MM [11]. Giles, Lawrence and Tsoi [2] [3] considered the same set of five major XRs and predicted the XR directional changes by applying recurrent neural networks to symbolic streams obtained by quantizing the historic real-valued directional change values using the self-organizing map [12].

Generally, it was found that discretization of financial time series can potentially effectively filter the data and reduce the noise. Even more importantly, the symbolic nature of the pre-processed data enables one to interpret the predictive models as lists of clear (and often intuitively appealing) rules [2] [3]. Yet, there are serious shortcomings in using such techniques:

- The determination of the number of quantization intervals (symbols) and their cut values is ad hoc. No strongly supported explanation is given in [7, 8] why 9 symbols with their particular quantization intervals were used. The authors of [2] [3] use up

\(^1\)Quantizing real-valued time series into symbolic streams has been a well-understood and useful information reduction technique in symbolic dynamics. Under certain conditions, stochastic symbolic models of quantized chaotic time series represent, in a natural and compact way, the basic topological, metric and memory structure of the underlying real-valued trajectories (see e.g. [4] [5]). Analogous ideas in the context of stochastic real-valued time series were recently put forward by Bühlmann [6]. He introduces a new class of hybrid real-valued/symbolic models, the so-called quantized variable length Markov chains (QVLMCs), that describes a class of real-valued stochastic processes. QVLMCs are roughly Markov models with variable context length constructed on the quantized sequences with the next step distribution in \(\mathbb{R}\) defined as a mixture of local (say, Gaussian) densities. The densities correspond to the individual partition elements (symbols). The mixture weights are the next-symbol probabilities given by the symbolic Markov model. Bühlmann proves that the class of QVLMCs constitutes a good representational basis for stationary real-valued processes. In particular, the class of QVLMCs is weakly dense in the set of stationary \(\mathbb{R}\)-valued processes.
to eight symbols with the cut values determined by the self-organizing map without any attempt to set the quantization intervals to an “optimal” configuration. Kohavi and Sahami [13] warn that naive discretization of continuous data can be potentially disastrous as critical information may be lost due to the formation of inappropriate quantization boundaries. Indeed, discretization should be viewed as a form of knowledge discovery revealing the critical values in the continuous domain.

- As already mentioned, due to (non)stationarity issues, it is a common practice to slide a working window through the available data, thereby substantially reducing the amount of training data for model fitting. In such situations, using many symbols can be potentially hazardous as the subsequence statistics is poorly determined.

- Due to the length constraints of the training sequence and the size of used alphabets, the Markov model order is usually set to 2 or 3, whereas only a small set of deeper prediction contexts may really be needed to achieve a satisfactory performance. In case of recurrent neural networks one runs across the well-known vanishing gradient effect [14] which reduces the network memory capacity.

We address these issues by

- transforming real-valued time series into symbolic sequences over 2 or 4 symbols. Quantization into 4 symbols is done in an intuitively appealing parametric way.

- testing the memory structure in the data. We use the classical fixed-order MMs alongside with the variable memory length Markov models (VLMM) [15]. The latter deal with the familiar explosive increase in the number of MM free parameters by including predictive contexts of variable length with a deep memory just where it is really needed. We also propose a novel variation of the fractal-based predictive technique introduced in [16]. The fractal-based predictors are able to efficiently explore long memory and were shown to outperform the classical MMs (and sometimes also VLMMs) on sequences with deep (albeit finite) memory structure [16].

Apte and Hong [9] addressed the issue of optimal alphabet size and cut values. They applied a minimal rule generation system R-MIN14 to monthly S&P 500 data quantized by a special feature discretization subsystem. However, the features were quantized prior to the rule generation process without any reference to the final model’s predictive behavior.

Bühlmann [10] models the extreme events of returns of the Dow Jones and volume of the NYSE given their previous histories. The original return and volume series are quantized into streams over 3 ordinal categories \{lower extreme, usual, upper extreme\} that are used to fit a hierarchy of generalized linear models viewed as sieve approximations to a finite state Markov chain. The fixed, pre-defined cut values for the 3 categories correspond to the 2.5% and 97.5% sample quantiles, so that the lower and upper extreme categories describe the extreme events with expected overall occurrence of about 5%. In our experiments, we adopt a similar strategy for a data-driven determination of the cut values in the four symbol quantization scheme.

Another important aspect of the above-mentioned studies is that, apart from [9], they do not present their experimental parts in a realistic trading setting. In this paper, we

---

2 with respect to the performance measure
3 when increasing the model order
4 the R-MINI rules are in disjunctive normal form
decided to realistically simulate the trading of options based on predictions of future evolution of the volatility of the underlying.

Traditionally, option price forecasts are based on implied volatilities derived from an observed series of option prices\(^5\). Taking a different route, Noh, Engle and Kane [17] used a GARCH\(^6\) model [18] to predict the volatility of the rate of return of an asset and then calculated their predictions of option prices based on the GARCH-predicted volatilities. The volatility change forecasts (volatility is going to increase, or decrease) can be interpreted as a buying or selling signal for a straddle\(^7\). This enables one to implement simple trading strategies to test the efficiency of option markets (e.g. S&P 500 index [17], or German Bund Future Options [19]). If the volatility decreases, we go short (straddle is sold), if it increases, we take a long position (straddle is bought).

Against the optimistic hope that such automatic trading strategies can lead to significant excess profits stands the pessimistic received wisdom (at least among academics) of the efficient markets hypothesis [20]. In its simplest form, this hypothesis states that asset prices follow a random walk and so apart from a possible constant expected appreciation (e.g. a risk-free return), the movement of an asset price is completely unpredictable from publicly available information. The ability of technical trading rules to generate an excess profit has been a controversial subject for many years. The evidence against, or for the efficient markets hypothesis still seems inconclusive [21].

In our technical trading, we quantize the time series of historic volatility changes into a symbolic sequence characterizing the original real-valued sequence only through a few distinct events (symbols) such as sharp increase, small decrease, etc... Instead of modeling the original real-valued trajectory, we look for a set of grammatical and probabilistic constraints characterizing its symbolic counterpart. The outputs of our predictive models give an indication of possible volatility changes and serve as buying/selling signals in simple strategies that trade straddles.

The paper is organized as follows: In the next two sections we describe symbolic, finite memory models that we use as predictors on symbolic streams. In particular, section 2 is devoted to fixed- and variable-order Markov models, and section 3 describes a fractal-based model that makes predictions with deep memory. In section 4 we specify the data used in our experiments and outline the strategy for trading straddles. Section 5 gives a detailed description of the experiments. The experimental results are presented and discussed in section 6. The conclusion summarizes the main findings of this study.

2 Markov models

Consider sequences \(S = s_1 s_2 \ldots \) over a finite alphabet \(A = \{1, 2, \ldots, n\}\), i.e. every symbol \(s_i\) is from \(A\). The sets of all sequences over \(A\) with a finite number of symbols and exactly \(n\) symbols are denoted by \(A^n\) and \(A^n\), respectively. By \(S^i_j, i \leq j\), we denote the string \(s_i s_{i+1} \ldots s_j\), with \(S^i_i = s_i\). The (empirical) probability of finding an \(n\)-block \(w \in A^n\) in \(S\) is denoted by \(\hat{P}_n(w)\). A string \(w \in A^n\) is said to be an allowed \(n\)-block in the sequence \(S\) if \(\hat{P}_n(w) > 0\). We denote the set of all allowed \(n\)-blocks in \(S\) by \([S]_n\).

Information over the alphabet \(A\) define a family \(P_n\) of probability measures on \(n\)-blocks over \(A\), \(n = 0, 1, 2, \ldots\). Finite memory sources have a memory of length at

\(^5\)The basic assumption behind this approach is that the volatility must be reflected in option prices

\(^6\)GARCH stands for generalized autoregressive conditional heteroskedasticity.

\(^7\)A straddle is a couple of put (the right to sell) and call (the right to buy) options with the same time to maturity and the same strike price.
most \( L \), and formulate the conditional measures

\[
P(s|w) = \frac{P_{L+1}(ws)}{P_L(w)}, \quad w \in \mathcal{A}^L,
\]

using a so-called context function \( c : \mathcal{A}^L \rightarrow \mathcal{C} \), from \( L \)-blocks over \( \mathcal{A} \) to a (presumably small) finite set \( \mathcal{C} \) of prediction contexts,

\[
P(s|w) = P(s|c(w)).
\]  

(1)

The task of a learner is now to first find an appropriate context function \( c(w) \) and then to estimate the probability distribution \( P(s|w) \) from the data.

In classical Markov models (MMs) of (fixed) order \( n \leq L \), for all \( L \)-blocks \( w \in \mathcal{A}^L \), the relevant prediction context \( c(w) \) is chosen a priori as the length-\( n \) suffix of \( w \), i.e. \( c(w) = v \), \( v \in \mathcal{A}^n \). In other words, for making a prediction about the next symbol, only the last \( n \) symbols are relevant. However, there is a price to pay for such an elegant and simple model formulation. For large suffix lengths \( n \), the estimation of prediction probabilities \( P(s|c(w)) \) can become infeasible. By increasing the model order \( n \) the number free parameters to be estimated rises by \( \mathcal{A}^n \) leaving the learner with the problem to cope with a strong curse of dimensionality.

The curse of dimensionality in classical Markov models has lead several authors to develop so-called variable memory length Markov models (VLMMs). The task of a VLMM is the estimation of an appropriate context function, giving rise to a potentially much smaller number of contexts considered. This is achieved by permitting the suffixes \( c(w) \) of \( L \)-blocks \( w \in \mathcal{A}^L \) to be of different lengths, depending on the particular \( L \)-block \( w \). We briefly review strategies for selecting and representing the prediction contexts.

Suppose we are given a long training sequence \( S \) over \( \mathcal{A} \). Let \( w \in [S]_n \), be a potential prediction context of length \( n < L \) used to predict the next symbol \( s \in \mathcal{A} \) according to the empirical estimates \( \hat{P}(s|w) = P_{n+1}(ws)/P_n(w) \). If for a symbol \( a \in \mathcal{A} \), such that \( aw \in [S]_{n+1} \), the prediction probability of the next symbol \( s \), \( \hat{P}(s|aw) = P_{n+2}(aws)/P_{n+1}(aw) \), with respect to the extended context \( aw \) differs "significantly" from \( \hat{P}(s|w) \), then adding the symbol \( a \in \mathcal{A} \) in the past helps in the next-symbol predictions. Several decision criteria have been suggested in the literature. For example, extend the prediction context \( w \) with a symbol \( a \in \mathcal{A} \), if the Kullback-Leibler divergence between the next-symbol distributions for the candidate prediction contexts \( w \) and \( aw \), weighted by the prior distribution of the extended context \( aw \), exceeds a given threshold \( [15] [22] \),

\[
\hat{P}_{n+1}(aw) \sum_{a \in \mathcal{A}} \hat{P}(s|aw) \log_{\mathcal{A}} \frac{\hat{P}(s|aw)}{\hat{P}(s|w)} \geq \epsilon_{KL}.
\]

(2)

The (small, positive) construction parameter \( \epsilon_{KL} \) is supplied by the modeler. For other variants of decision criteria see [23] [24] [6].

A natural representation of the set \( \mathcal{C} \) of prediction contexts, together with the associated next-symbol probabilities, has the form of a prediction suffix tree (PST) [23] [25]. The edges of a PST are labeled by symbols from \( \mathcal{A} \). From every internal node there is at most one outgoing edge labeled by each symbol. The nodes of a PST are labeled by pairs \( (s, \hat{P}(s|v)) \), \( s \in \mathcal{A} \), \( v \in \mathcal{A}^+ \), where \( v \) is the string associated with the walk starting from that node and ending in the root of the tree. For each \( L \)-block \( w = v_1v_2...v_L \in \mathcal{A}^L \), the corresponding prediction context \( c(w) \) is then the deepest node in the PST reached by taking a walk labeled by the reversed string, \( w^R = v_L...v_2v_1 \), starting in the root.
The algorithm for building PSTs has the following form\(^8\) [15] [22] [23]:

- the initial PST is a single root node and the initial set of candidate contexts is \( W = \{ s \in A | \hat{P}(s) > \epsilon_{\text{grow}} \} \).
- while \( W \neq \emptyset \), do:
  1. pick any \( v = aw \in W, a \in A \), and remove it from \( W \)
  2. add the context \( v \) to the PST by growing all the necessary nodes, provided the condition (2) holds\(^9\)
  3. provided \( |v| < L \), then for every \( s \in A \), if \( \hat{P}(sv) > \epsilon_{\text{grow}} \), add \( sv \) to \( W \).

The depth of the resulting PST is at most \( L \). The tree is grown from the root to the leaves. If a string \( v \) does not meet the criterion (2), it is not definitely ruled out, since its descendants are added to \( W \) in step 3. The idea is to keep a provision for the future descendants of \( v \) which might meet the selection criterion. In general, as the values of \( \epsilon_{\text{grow}} \) and \( \epsilon_{KL} \) decrease, the size of the constructed PST increases.

Prediction suffix trees are usually constructed using a one-parameter scheme introduced in [15]. This scheme varies only one parameter \( \epsilon = \epsilon_{KL} = \epsilon_{\text{grow}} \). In this case, however, it can happen that for small values of \( \epsilon \), many low-probability subsequences are included as potential contexts in step 3 of the PST construction. The resulting PSTs are too specific and greatly overfit the training sequence. One may improve on that by fixing the growth parameter \( \epsilon_{\text{grow}} \) to a small positive value and varying only the acceptance threshold parameter \( \epsilon_{KL} \). This usually removes the overfitting effect in larger PSTs. However, smaller PSTs, corresponding to larger values of \( \epsilon_{KL} \), often perform poorly, since the small fixed value of \( \epsilon_{\text{grow}} \) results in considering unnecessarily specific contexts. In our previous work on modeling chaotic symbolic sequences [16], we empirically found that the procedure with ratio-related parameters \( \epsilon_{\text{grow}} = \rho \epsilon_{KL}, \rho \approx 50 \), give the best results. Although it is not clear that the ratio \( \rho = 50 \) is optimal for modeling the quantized financial time series used in this study, we nevertheless construct PSTs with both \( \rho = 1 \) and \( \rho = 50 \) to test whether the regularization that proved useful in modeling chaotic sequences can be helpful in financial forecasting.

### 3 Fractal classification machines

In this section, we introduce a novel variation on predictive models built on spatial representations of symbolic subsequences [1] [16]. In the basic construction step of such (finite memory) models, one first fixes a maximum memory length \( L \), and then transforms (via a map \( T \)) subsequences of length \( L \) (\( L \)-blocks) into a spatial structure of points in a unit hypercube that has two important properties:

1. images of \( L \)-blocks sharing a long common suffix lie close to each other (i.e. form clusters),
2. the longer is the common suffix shared by the \( L \)-blocks, the smaller is the distance between their images.

---

\(^8\) \( \epsilon_{\text{grow}} \) is a small positive construction parameter

\(^9\) \( \hat{P}(s|\Lambda) = \hat{P}_1(s), \Lambda \) is the empty string.
We introduced such a map \( T \), having the properties 1. and 2., in \([1] [16]\) and [26]. The map \( T \) transforms \( L \)-blocks over the alphabet \( \mathcal{A} = \{1, 2, \ldots, A\} \) into points in the \( D \)-dimensional unit hypercube\(^{10}\) \( X = [0, 1]^D \), \( D = \lceil \log_2 A \rceil \), via an iterative function system (IFS) [27]. The IFS consists of \( A \) affine contractive maps\(^{11}\) \( i : X \to X \), \( i = 1, 2, \ldots, A \), acting on \( X \)

\[
i(x) = k x + (1 - k) t_i, \quad t_i \in \{0, 1\}^D, \quad t_i \neq t_j \text{ for } i \neq j.
\]

(3)

The contraction coefficient of the maps 1, ..., \( A \), is \( k \in (0, \frac{1}{2}] \). In this study, we set \( k = \frac{1}{2} \).

The exact assignment \( i \mapsto t_i \) of symbols \( i \) to vertices \( t_i \) is not important, as long as the assignment is unique.

Given an \( L \)-block \( u = u_1 u_2 \ldots u_L \in \mathcal{A}^L \), its spatial image, \( T(u) \in X \), is found as follows:

1. Start in \( x_0 = \left\{ \frac{1}{2} \right\}^D \), the center of the hypercube \( X \).
2. Sliding through the \( L \)-block \( u \) left-to-right, for \( n = 1, 2, \ldots, L \), iteratively move to \( x_n = i(x_{n-1}) \), provided the \( n \)-th symbol \( u_n \) is \( i \).
3. The image of the \( L \)-block \( u \) under the map \( T \) corresponds to the point we move to after observing the last symbol \( u_L \), i.e. \( T(u) = x_L \).

For a rigorous treatment of fractal representations of symbolic sequences driven by iterative function systems, see [26].

We now describe predictive models that we call fractal classification machines (FCM). These models are designed to efficiently use deep memory when inferring the next symbol.

The inference is viewed as a classification task. The FCMs operate as follows:

1. Create a set \( D \) of training examples for a classifier operating on \( X \) by sliding a window of length \( L \) through the training sequence \( S = s_1 s_2 \ldots s_N \)

   (a) for each position \( p = 1, 2, \ldots, N - L \), of the window, transform the \( L \)-block

   \[
u = u_1 u_2 \ldots u_L = S_p^{p+L-1} = s_p s_{p+1} \ldots s_{p+L-1}
\]

   appearing in the window into the point \( T(u) \)

   (b) the set \( D \) contains all couples \( (T(u), s) \), such that \( u \in [S]_L \) is an \( L \)-block in \( S \), and \( s \) is the symbol following \( u \) in \( S \). In other words, the set

   \[
   D = \left\{ \left( T \left( S_i^{i+L-1} \right), s_{i+L} \right) \mid i = 1, 2, \ldots, N - L \right\}
   \]

   consists of labeled points \( T(u) \) that are spatial representations of \( L \)-blocks \( u \in [S]_L \) in \( S \). The points are labeled with the corresponding next symbols in \( S \).

2. Upon seeing a new history of \( L \) symbols, \( v = v_1 v_2 \ldots v_L \in \mathcal{A}^L \), we make a guess about the next symbol by

   (a) mapping the \( L \)-block \( v \) into \( T(v) \) and

\(^{10}\)for \( x \in \mathbb{R} \), \( \lceil x \rceil \) is the smallest integer \( y \), such that \( y \geq x \)

\(^{11}\)To keep the notation simple, we slightly abuse mathematical notation and, depending on the context, regard the symbols 1, 2, ..., \( A \), as integers, or as referring to maps on \( X \).
(b) predicting the next symbol as the class label for \( T(v) \) returned by the K-Nearest-Neighbor (KNN) classifier [28] operating on the set \( \mathcal{D} \). The KNN classifier finds \( K \) points \( y_i \in X \), such that \( (y_i, \kappa_i) \in \mathcal{D}, i = 1, 2, \ldots, K \), that are closest (in Euclidean distance) to \( T(v) \). Then, it consults the corresponding labels \( \kappa_1, \kappa_2, \ldots, \kappa_K \in \mathcal{A} \). The class assigned to \( T(v) \) is the symbol appearing most often among the labels \( \kappa_1, \kappa_2, \ldots, \kappa_K \).

The radius of the neighborhood of \( T(v) \) in \( X \) involved in predicting the next symbol depends on the density of labeled points from \( \mathcal{D} \) around \( T(v) \) and on the parameter \( K \) determining the number of labeled samples from \( \mathcal{D} \) we wish to consult. For fixed \( K \), the neighborhoods around \( T(v) \) will be small in dense regions that correspond to \( L \)-blocks sharing a long common suffix. In other words, if the last \( L \) symbols \( v = v_1 v_2 \ldots v_L \) happen to share a deep suffix with a subset of \( L \)-blocks seen in the training sequence, then our decision about the next symbol will be based upon that subset, which effectively amounts to a prediction with a deep memory. If, on the other hand, the region around \( T(v) \) is relatively sparse, then the effective memory involved in predicting the next symbol will be shorter. Also, the smaller is the parameter \( K \), the smaller neighborhoods around \( T(v) \) are considered, and hence the deeper is the memory used for prediction. In this sense, FCMs using relatively small values for the parameter\(^{12}\) \( K \) correspond to variable memory length Markov models with a preference for deeper memory. For a different variant of finite-memory fractal-based predictive models constructed by vector quantizing the \( L \)-block representations in the set \( \mathcal{D} \), see [1] [16] [29].

### 4 Data, volatility measure and trading strategy

Our first data set consists of daily closing values of the DAX and daily closing prices of (European) call and put options on the DAX, from August 22, 1991 until June 9, 1998, which covers a period of 1700 trading days. In particular, the prices of the first in-the-money and the first out-of-the-money call and put option are available\(^{13}\).

As a volatility measure, we chose the implied volatilities \( \{V_i\} \) calculated from the observed option prices by inverting the Black-Scholes formula.

The basic trading strategy is to buy (sell) at-the-money straddles whenever volatility is predicted to increase (decrease). Since at-the-money straddles are approximately delta-neutral, there is no need to delta-hedge, and the strategy is thus a pure volatility trading strategy. In detail, every day, a constant amount of money is invested to buy (sell) the straddles, and on the next day, the straddles are sold (bought). If a model is uncertain about the sign of the volatility change (equal evidence for increase and decrease), the invested money is put into the bank at an annualized interest rate of 4%.

The second data set contains intra-day bid-ask prices of (American-style) options on the FTSE 100 between 29 May 1991 and 29 December 1995 (which covers a period of 1161 trading days). The option prices are recorded synchronously with the FTSE 100 and time-stamped to the nearest second. Since our trading strategy is set up on a daily basis, we have to fix a reference point in time on each trading day. This reference point is 3 pm on normal trading days and 12 pm on days where the stock exchange closes earlier. To trade straddles as in the DAX experiment, we extract the first quotes of call and put

\(^{12}\)in our experiments, \( K \in \{3, 5, \ldots, 11\} \)

\(^{13}\)The at-the-money point is assumed to be the closing value of the DAX.
options with the same strike price that is as close as possible to the FTSE 100 at that
time. For these options, which are roughly at-the-money, we calculate the average of bid
and ask prices as a proxy of a reasonable option price. Then the prices of call and put
options are added to obtain the straddle price. During this procedure, prices are carefully
checked for outliers, recording errors, unusually large bid-ask spreads, and other sources
of possible contamination. The final data set may thus be assumed to contain prices
at which transactions could have been made at the market over the experimental time
period.

The series of returns $r_t$ of the financial indexes DAX and FTSE 100 obtained from
daily index values $x_t$ via

$$ r_t = \log x_t - \log x_{t-1} $$

are shown in figure 1.

![DAX Returns](image)

![FTSE 100 Returns](image)

Figure 1: Series of daily returns of the financial indexes DAX and FTSE 100.

5 Experimental setup

Given the series $\{V_t\}$ of estimated daily volatilities, we create a new series $\{D_t\}$ of daily
volatility differences $D_t = V_t - V_{t-1}$. On the basis of the series $\{D_t\}$ we construct, select
and test predictive models used in our trading strategy.

As mentioned in the introduction, to deal with non-stationarity in $\{D_t\}$, we use the
sliding window technique. At each position, the sliding window of length 630 contains the
training set (the first 500 points - roughly two years), followed by a validation set (125
points - roughly six months), and a test set (5 points - one week). Predictive models are
estimated on the training set. Within each model class, the best performing candidate
with respect to profit is selected on the validation set, and finally, the profit of the selected model is determined on the test set. Then the time window is shifted by 5 days, predictive models are re-estimated, etc...

5.1 Quantizing real-valued time series into symbolic streams

Symbolic models operate on quantized versions of the real-valued series \( \{D_t\} \) of daily volatility differences. In particular, we perform quantization into symbolic streams \( \{Q_t\} \) and \( \{R_t\} \) over two and four symbols, respectively. The sequence \( \{Q_t\} \) over the binary alphabet \( A = \{1, 2\} \) is obtained from \( \{D_t\} \) as follows:

\[
Q_t = \begin{cases} 
1 \text{ (down)}, & \text{if } D_t < 0 \\
2 \text{ (up)}, & \text{otherwise.}
\end{cases}
\] (5)

Quantization using four symbols is more involved, since we have to determine the positions of the cut values separating “normal” from “extremal” volatility differences \( D_t \). The sequence \( \{R_t\} \) over the alphabet \( A = \{1, 2, 3, 4\} \) is constructed as follows: for each position \( \tau \) of the sliding window \( \{D_t\}_{\tau}^{\tau+629} \)

1. we quantize the training set \( \{D_t\}_{\tau}^{\tau+499} \) into the symbolic stream \( \{R_t\}_{\tau}^{\tau+499} \),

\[
R_t = \begin{cases} 
1 \text{ (extreme down)}, & \text{if } D_t < \theta_1 < 0 \\
2 \text{ (normal down)}, & \text{if } \theta_1 \leq D_t < 0 \\
3 \text{ (normal up)}, & \text{if } 0 \leq D_t < \theta_2 \\
4 \text{ (extreme up)}, & \text{if } \theta_2 \leq D_t.
\end{cases}
\] (6)

The parameters \( \theta_1 \) and \( \theta_2 \) correspond to \( Q \) percent and \( (100 - Q) \) percent sample quantiles of the marginal empirical distributions \( \hat{P}(\cdot|D < 0) \) and \( \hat{P}(\cdot|D \geq 0) \), respectively, over the volatility differences \( D \). The empirical distributions are calculated from the real-valued training set \( \{D_t\}_{\tau}^{\tau+499} \). So \( \hat{P}(\cdot|D < 0) \) describes the distribution of negative volatility decreases in the training set, and the lower \( Q\% \) of volatility decreases are considered extremal. The upper \( (100 - Q)\% \) volatility decreases are viewed as normal. Analogically, \( \hat{P}(\cdot|D \geq 0) \) captures the distribution of non-negative volatility differences in the training set. The upper \( Q\% \) of volatility increases are considered extremal. The lower \( (100 - Q)\% \) volatility increases are viewed as normal. In our experiments, we use the quantile values \( Q \in \{10, 20, 30, ..., 90\} \).

2. the validation symbolic sequence \( \{R_t\}_{\tau}^{\tau+624} \) is obtained, for each \( Q \in \{10, 20, 30, ..., 90\} \), by quantizing the real-valued validation set \( \{D_t\}_{\tau}^{\tau+624} \) using the corresponding cut values \( \theta_1, \theta_2 \) determined on the training set.

3. for each predictive symbolic model, the optimal value \( Q^* \) of \( Q \in \{10, 20, 30, ..., 90\} \) is determined on the validation set:

(a) both the training and validation sets are quantized using the same \( Q \)
(b) the model is fitted on the training set
(c) \( Q^* \) is the value of \( Q \) which leads to the highest validation set profit.

4. the test set \( \{D_t\}_{\tau}^{\tau+629} \) is then quantized into \( \{R_t\}_{\tau}^{\tau+629} \) using the cut values \( \theta_1, \theta_2 \)
(determined on the training set) that correspond to the quantile \( Q^* \).
5.2 Predictive models

To make predictions about the nature of the volatility move for the next day that will be used in our strategy for trading the straddles, we use the following predictive model classes:

- **MM(5)** – Markov models (MM) of order up to 5 (one week). This model class includes MMs of order 0,1,2,...,5 (see section 2). The model order for the test set is determined on the validation set.

- **MM(10)** – MMs up to order 10 (two weeks). The class includes MMs of order 0,1,2,...,10. As in the previous class, the model order is determined on the validation set.

- **PST(1)** – variable memory length Markov models (VLMM) with the associated prediction suffix trees (PST) constructed using the ratio-related parameter scheme $\varepsilon_{\text{grow}} = \rho \cdot \varepsilon_{KL}$, $\rho = 1$ (see section 2). The case of $\rho = 1$ is equivalent to the PST construction procedure introduced in [15]. Maximum memory depth is set to $L = 15$ (three weeks). We build PSTs of various sizes by varying the threshold parameter $\varepsilon_{KL}$ as follows$^{14}$: $\varepsilon_{KL} \in \{0.01, 0.005, 0.001, 0.0005, 0.00001\}$. The optimal value of $\varepsilon_{KL}$ is determined on the validation set.

- **PST(50)** – regularized VLMMs with the associated PSTs constructed using the ratio coefficient $\rho = 50$. All the remaining construction details are the same as in the class $PST(1)$.

- **FCM** – fractal classification machines using deep memory in an efficient way (see section 3). To test for deeper memory structures, we set the maximum memory depth to $L = 15$ (three weeks). The parameter $K$ can take on values $K = 3, 5, ..., 11$. The optimal number of nearest neighbors, $K$, is determined on the validation set.

- **NN** – time-delay neural networks$^{15}$ with a single linear output unit, 3 hidden units and inputs corresponding to the last 1, 3, 6, or 10 points from the training set. The transfer function of the hidden units is the standard hyperbolic $\nu(x) = \frac{e^{-x}}{1 + e^{-x}}$. The networks are trained (using conjugate gradient) on the real-valued series $\{D_i\}$ of daily volatility differences to predict the volatility difference for the next day. The optimal size of the network input is determined on the validation set.

- **NN-symb** – time-delay neural networks with categorical output. The architectures of neural networks in this class are the same as those in the previous class $NN$, except for the output layer. Here, we have two output units with the logistic sigmoid transfer function $\sigma(x) = \frac{1}{1 + e^{-x}}$. The output units correspond to the symbols 1 and 2 used in the two-symbol quantization scheme. The networks are trained (again, using conjugate gradient) on the real-valued series $\{D_i\}$ as input to predict the direction of the volatility move for the next day, i.e., 1 (decrease), or 2 (increase).

- **GARCH** – GARCH(1,1) models [18] with a Gaussian distribution and a t-distribution. This model class was included as a benchmark, since it has been used in similar studies (e.g., [17],[19]). In contrast to the previous model classes, the GARCH models are

---

$^{14}$ these parameter values were experimentally found to give a reasonable range of PST sizes

$^{15}$ time-delay neural networks can be considered as non-linear auto-regressive filters
not trained on the pre-computed series \( \{ D_t \} \) of differences of historical volatilities. Instead, the GARCH models try to reconstruct the volatilities from the series of returns \( \{ r_t \} \) (eq. (4)). Basic to these models is the notion that the series of returns \( \{ r_t \} \) can be decomposed into a predictable component \( \mu_t \) and an unpredictable component \( e_t \), which is assumed to be zero mean Gaussian (or t-distributed) noise of finite variance \( \sigma_e^2 \): \( r_t = \mu_t + e_t \). The models are thus characterized by time-varying conditional variances \( \sigma_t^2 \) and are therefore well suited to explain volatility clusters typically present in the series of returns. The conditional mean is modeled as a linear function of the previous value: \( \mu_t = ar_{t-1} + b \). For the GARCH(1,1) model, the conditional variance \( \sigma_t^2 \) is given by

\[
\sigma_t^2 = a_0 + a_1 e_{t-1}^2 + a_2 \sigma_{t-1}^2.
\]

(7)

At each sliding window position, the GARCH(1,1) models with a Gaussian and a t-distribution are fit, in the maximum likelihood framework, to the series of returns corresponding to the training set. The optimal form of the noise distribution (Gaussian vs. t-distribution) is then determined on the validation set. The GARCH model makes a prediction about the direction of the volatility change based on the sign of \( \sigma_t^2 - \sigma_{t-1}^2 \).

Given historical data, the models predict the sign of the next volatility change as follows:

- **MMs and PSTs trained on sequences over**
  - 2 symbols: predict decrease (increase) when the model predicts symbol 1 (2) with higher probability than symbol 2 (1); if the two probabilities coincide, output don't know (equal evidence for decrease and increase)
  - 4 symbols: predict decrease (increase) when the sum of the predictive probabilities for symbols 1 and 2 (3 and 4) is greater than that for symbols 3 and 4 (1 and 2); if the two sums of probabilities coincide, declare don't know

- **FCMs on sequences over**
  - 2 symbols: predict decrease (increase) when FCM classifies the spatial image \( T(v) \) of the recent history of symbols \( v \) as class 1 (2); FCMs cannot make a don't know statement, since we use only odd values for the parameter \( K \) in the \( K \)-nearest neighbor classification
  - 4 symbols: predict decrease (increase) when, out of the \( K \) nearest neighbors of \( T(v) \), the number of points labeled with 1 or 2 (3 or 4) is greater than the number of points labeled by 3 or 4 (1 or 2)

- **NNs predict decrease (increase) provided the output is negative (positive). Otherwise, declare don't know.** Since prior to training, the network weights are randomly initiated, we stabilize the network classification decisions by training a committee of 10 networks (for each input size - 1, 3, 6 and 10). Given an input, each member of the committee makes its prediction (decrease, increase, or don't know). The overall output of the committee is then based on the majority vote.

\footnote{Note that in this case, FCM may predict an increase, even though the largest number of neighbors belong to, say, class 1. What is important are the summed class counts for down and extreme down (up and extreme up).}
• NNs with categorical output (NN-symb) predict decrease (increase), when the activation of the output unit corresponding to symbol 1 (2) is greater than that of the other unit. If the activations are the same, declare don't know. The committee technique described for the class NN is used also in this class.

5.3 Taking the non-stationarity seriously

At each position of the time-window, the models are fitted to data that start $2\frac{1}{2}$ years before their actual use for volatility predictions on the test set. This can be dangerous, especially when sudden large “stationarity breaks” are present in the data (see [30]). On the other hand, as discussed in the introduction, using a shorter sliding window can lead to undesirable overfitting effects.

Our idea is to use yet another model class, Simple, that is a small collection of simple, fixed predictors requiring no training on the training set. A suitable candidate model to be applied on the test set is selected on the validation set. The class Simple avoids using the old data in the sliding window. Of course, the price to pay is the fixed nature of the models in Simple. However, in financial prediction tasks, simple, short memory models often outperform more sophisticated predictors. Our choice of models for the class Simple is a collection of four simple-minded predictors operating on the series of volatility differences quantized using the two-symbol scheme: always predict 1 (decrease), always predict 2 (increase), copy the last symbol and revert the last symbol (i.e., predict the other symbol).

We hope to build a more powerful prediction strategy by combing the model classes $\mathcal{M}$ summarized in section 5.2 with the class Simple. At each position of the time-window and for each model class $\mathcal{M}$, we switch between the winner candidate of $\mathcal{M}$ and the winner from Simple in two ways:

1. select between the two candidates based on the profit achieved on the validation set. We denote this technique by Comb-Val. This may not always work, since the consecutive validation sets are highly overlapping and a good validation set profit can be generated on an older part of the set, while the more recent profits can be negative. Similarly, a bad validation set performance may be caused by negative profits on an older part of the validation set, while the model performance on the more recent days may be quite good. What matters is the slope of average validation set profits corresponding to recent time-window positions. Therefore we

2. compute the average (per-day) validation set profits of the winner candidates from $\mathcal{M}$ over the last 8 time-window positions (2 months of test data). Do the same for the Simple model class. In both cases, regress the 8 per-day validation set profits using a linear regression. Determine the 95% confidence intervals for the slopes and consider only the slopes corresponding to the lower boundaries of the confidence intervals. If both slopes are positive, use the candidate with the higher slope; if they are negative, decide on the current validation set (strategy Comb-Val). If the slopes are of different sign, use the candidate corresponding to the positive slope. We denote this method by Comb-L.R.

5.4 Performance measures

For each model class, we evaluate the overall test set profit by concatenating the test set profits for all time-window positions. All profits are expressed in percent of money we
invest each day; 0 means no profit. A big advantage of this approach is that all results are scalable and readily interpretable for any amount of money we wish to invest. The first quantity we report is the mean of the series of concatenated test set profits, i.e. the mean profit per-day before transaction costs.

Many studies in the literature on automatic trading report standard deviations and t-test-related significance results for the series of daily profits. There are two difficulties with such reports.

1. The unconditional distribution of daily profits is usually far from Gaussian. In particular, it is fat-tailed, i.e. it has excess kurtosis. In this case, the application of t-tests is not justified. On the other hand, using standard non-parametric tests based on ordering the joint series, like the Wilcoxon or Mann and Whitney U-tests [31], may not be economically meaningful. Consider comparing two series of profits that are equal up to the last profit, which is 0 in the first series and a very large loss of money in the second series. The non-parametric test would still claim that the two series are not significantly different.

2. Standard deviations computed from the series of daily profits provide an estimate of the risk involved in investing your money, if you wanted to trade just for one day. This is not what a reasonable trader would do. He, or she, may be interested in assessing the risk involved in trading for some fixed, longer period of time.

Therefore, we partition the time series of daily profits into non-overlapping blocks of length $\ell$ and compute a new series of average daily profits achieved within each block. Since the daily test set profits are virtually uncorrelated$^{17}$, if the block length $\ell$ is long enough, by the central limit theorem, the average block-profits$^{18}$ are approximately Gaussian-distributed$^{19}$. Hence we can subject the series of average block-profits to t- and paired t-tests. The significance level for both tests is set to 95%. The standard deviation computed from the series of average block-profits estimates the risk involved in trading over a period of $\ell$ days. The mean remains unchanged, since the average of the average block-profits is the average profit per-day. There is an upper bound on the block length $\ell$, too. Large $\ell$ means smaller number of blocks in the partition of the daily profits and hence smaller number of average block-profits for computation of the standard deviation and significance tests. Considering the lengths of the series of daily profits in the DAX and FTSE experiments, we set the block length $\ell$ to 60 (3 months) and 40 (2 months), respectively.

To account for transaction costs, we report the maximum amount$^{20}$ that we can subtract from each daily profit, so that the average block-profits still have a significantly positive mean (under the t-test).

5.5 Summary of the experimental setup

The overall picture of our experimental setup is shown in figure 2. A sliding window contains a training, a validation and a test sequence. Sequences of daily volatility differences

$^{17}$at the 95\% confidence level
$^{18}$the average profits per-day computed within the blocks
$^{19}$The central limit theorem is formulated under asymptotical considerations: when the number of i.i.d. random variables approaches infinity, the distribution of their average is Gaussian. However, the distributions of the averages approach the Gaussian distribution very fast, as the number of variables increases (40 random variables are usually sufficient).

$^{20}$expressed, as in the case of daily profits, in percent of money we invest every day
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appear in the sliding window in the (original) real-valued form, or as symbolic streams produced in the quantization step. At each sliding window position, and for each model class \(\mathcal{M}\), the models from \(\mathcal{M}\) are trained on the training sequence. Then the models are used to predict the signs of volatility differences on the validation set. These predictions are used as trading signals in our trading strategy thereby producing a series of validation set profits. Based on the average validation set profit, we select the candidate of the model class \(\mathcal{M}\) to be used on the test set\(^{21}\). The selected candidate is then used to predict the signs of volatility differences on the test set, which are in turn plugged into the trading strategy to produce the test set profits. Also, at each position of the sliding window and for each model class \(\mathcal{M}\), we save the average profit achieved on the validation set by the selected candidate from \(\mathcal{M}\). The series of average validation set profits are used in methods Comb-Val and Comb-LR that combine simple strategies from Simple with the more complex model classes studied in this paper.

![Diagram showing series of daily volatility differences, test, and average block-profits](image)

**Figure 2:** An illustration of the experimental setup used in the DAX and FTSE 100 experiments.

After the sliding window reaches its final position, for each model class, we concatenate all the daily test set profits into a single profit series. This series is then partitioned into several non-overlapping blocks of constant length. For each block we compute the average profit per-day. Finally, we report various statistics computed on thus obtained series of average block-profits.

\(^{21}\)When quantization into 4 symbols is used to pre-process the data, the optimal quantization quantile is also determined on the validation set.
Table 1: Profits of the symbolic models operating on the binary sequences in the DAX and FTSE 100 experiments. Combined strategies are referred to by the employed selection method. Combined strategies using simply the validation set performances and those using the slopes of linear regression on the past validation set performances are referred to as Comb-Val and Comb-LR, respectively. For comparison, we also report profits that would be made by the always-correct-predictor, ACP, perfectly predicting all the volatility changes.

<table>
<thead>
<tr>
<th>model class</th>
<th>DAX % profit per-day</th>
<th>highest TC for</th>
<th>FTSE 100 % profit per-day</th>
<th>highest TC for</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
<td>signif. pos. mean</td>
<td>Mean</td>
</tr>
<tr>
<td>ACP Simple</td>
<td>1.310</td>
<td>0.652</td>
<td>1.03</td>
<td>2.706</td>
</tr>
<tr>
<td>MM(5)</td>
<td>0.262</td>
<td>0.603</td>
<td>0.01</td>
<td>1.551</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.497</td>
<td>0.485</td>
<td>0.30</td>
<td>1.611</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.430</td>
<td>0.458</td>
<td>0.24</td>
<td>1.551</td>
</tr>
<tr>
<td>MM(10)</td>
<td>0.208</td>
<td>0.668</td>
<td>–</td>
<td>1.490</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.473</td>
<td>0.613</td>
<td>0.22</td>
<td>1.550</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.425</td>
<td>0.578</td>
<td>0.19</td>
<td>1.489</td>
</tr>
<tr>
<td>PST(1)</td>
<td>0.013–</td>
<td>0.584</td>
<td>–</td>
<td>0.703–</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.307–</td>
<td>0.535</td>
<td>0.08</td>
<td>1.604+</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.449+</td>
<td>0.509</td>
<td>0.23</td>
<td>1.640+</td>
</tr>
<tr>
<td>PST(50)</td>
<td>–0.013–</td>
<td>0.568</td>
<td>–</td>
<td>1.493</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.394+</td>
<td>0.479</td>
<td>0.19</td>
<td>1.405</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.421+</td>
<td>0.509</td>
<td>0.20</td>
<td>1.485</td>
</tr>
<tr>
<td>FCM</td>
<td>–0.243–</td>
<td>0.451</td>
<td>–</td>
<td>0.568–</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.371+</td>
<td>0.417</td>
<td>0.19</td>
<td>1.644+</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.471+</td>
<td>0.404</td>
<td>0.30</td>
<td>1.538+</td>
</tr>
</tbody>
</table>

6 Results and discussion

Tables 1, 2 and 3 present results for both the DAX and FTSE 100 experiments. The performances of symbolic models operating on the binary sequences and sequences over the four-symbol alphabet are shown in tables 1 and 2, respectively. The results of the models operating on the real-valued sequences are reported in table 3. Shown are the average profits per-day (before transaction costs) achieved by the base model classes and the two associated combination strategies importing simple methods into the more sophisticated base model classes (see section 5.3). Standard deviations reflect the variations among the average block-profits.

Furthermore, we show significance results obtained by running paired t-tests on the average block-profits. In particular, we compare each predictor with the class Simple, and we also compare the combined strategies (switching between the base model class and Simple) with the base model class; (−) means that the model class performance is significantly worse than that of Simple, (+) appears where a combined strategy significantly outperforms the base model class, (*) indicates that the realized profit is significantly
Table 2: Profits of the symbolic models operating on the sequences over the four-symbol alphabet in the DAX and FTSE 100 experiments (implied volatility).

<table>
<thead>
<tr>
<th>model class</th>
<th>DAX</th>
<th>FTSE 100</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% profit per-day</td>
<td>highest TC for</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>Std.</td>
</tr>
<tr>
<td>MM(5)</td>
<td>0.043$^-$</td>
<td>0.679</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.335</td>
<td>0.604</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.311</td>
<td>0.592</td>
</tr>
<tr>
<td>PST(1)</td>
<td>0.172</td>
<td>0.671</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.507</td>
<td>0.528</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.537</td>
<td>0.583</td>
</tr>
<tr>
<td>PST(50)</td>
<td>-0.008$^-^{-}$</td>
<td>0.736</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.275$^-^{-}$</td>
<td>0.597</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.307$^-^{-}$</td>
<td>0.616</td>
</tr>
<tr>
<td>FCM</td>
<td>-0.205$^-^{-}$</td>
<td>0.490</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.351$^+$</td>
<td>0.499</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.414$^+$</td>
<td>0.514</td>
</tr>
</tbody>
</table>

higher than the profit of the simple strategy.

Finally, we report the highest transaction costs (TC) that can be taken out from daily profits, so that the average block-profits still have a significantly positive mean (under the t-test).

To test the usefulness of our notion of volatility for automatic trading strategies, we report profits for the hypothetic always correct predictor, (ACP), i.e. the predictor that always knows in advance the sign of the next volatility difference.

Several observations can be made based on the experimental results.

1. The profits gained by the hypothetic always correct predictor (ACP) show that, theoretically, predicting daily volatility changes (with volatilities estimated by implied volatilities) provides a good basis for automatic trading strategies buying/selling straddles. We also tried another popular measure of volatility - the average of the past squared returns with exponentially declining weights - also known as RiskMetrics™ [32] [33]. Such volatility measures were advocated as being well-suited for the purpose of trading options on financial indexes by Figlewski [34] (see also [35]). Interestingly enough, compared with implied volatilities, we got almost the same (DAX experiment) or less favorable (FTSE 100 experiment) results when using the RiskMetrics™ notion of volatility.

2. The option market for the DAX seems to be more efficient than that for the FTSE 100. In other words, automatic trading of straddles can generate higher profits on the FTSE 100 than on the DAX.

3. As typical in financial prediction tasks, simple-minded predictors in the class Simple are difficult to beat by more complicated models and should definitely be considered in studies like this one.
Table 3: Profits of the models operating on the real-valued sequences in the DAX and FTSE 100 experiments (implied volatility).

<table>
<thead>
<tr>
<th>model class</th>
<th>DAX</th>
<th></th>
<th>FTSE 100</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% profit per-day</td>
<td>highest TC for</td>
<td>% profit per-day</td>
<td>highest TC for</td>
</tr>
<tr>
<td></td>
<td>Mean Std.</td>
<td>signif. pos. mean</td>
<td>Mean Std.</td>
<td>signif. pos. mean</td>
</tr>
<tr>
<td>NN</td>
<td>0.0326±0.576</td>
<td>–</td>
<td>1.331 1.095</td>
<td>0.77</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.397 0.599</td>
<td>0.15</td>
<td>1.562 1.121</td>
<td>0.99</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.405±0.554</td>
<td>0.18</td>
<td>1.432 1.131</td>
<td>0.85</td>
</tr>
<tr>
<td>NN-symb</td>
<td>0.123 0.773</td>
<td>–</td>
<td>1.541 0.777</td>
<td>1.14</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.410 0.574</td>
<td>0.17</td>
<td>1.470 0.973</td>
<td>0.97</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.375 0.550</td>
<td>0.15</td>
<td>1.429 1.033</td>
<td>0.90</td>
</tr>
<tr>
<td>GARCH</td>
<td>0.079±0.420</td>
<td>–</td>
<td>0.092 1.394</td>
<td>–</td>
</tr>
<tr>
<td>Comb-LR</td>
<td>0.408 0.671</td>
<td>0.13</td>
<td>0.116 1.056</td>
<td>–</td>
</tr>
<tr>
<td>Comb-Val</td>
<td>0.437±0.684</td>
<td>0.15</td>
<td>0.175 1.123</td>
<td>–</td>
</tr>
</tbody>
</table>

4. The binary quantization scheme leads to better results than the more refined four-symbol scheme. This is primarily due to the short lengths of the training sequences - a burden typical of daily financial data. We are highly sceptical about using more than four symbols in the quantization scheme. In applications like this one, we advise to start with two symbols, and if desired, carefully and in a controlled way, add further quantization levels.

5. On average, the binary Markov models (MMs) outperform the continuous-valued neural networks and GARCH models. This confirms, in a realistic trading setting, the previous findings [2], [3], [7], [8], [9], [10] [29] that quantizing real-valued time series in the financial domain may be beneficial.

6. The highest per-day profits are obtained by the binary Markov models (MMs) with memory depth up to one week (class MM(5)). Higher order MMs (from the class MM(10)) are prone to overfitting (each of our training sets contained only 500 items).

7. Prediction suffix trees (PST) perform worse than fixed-order MMs. This illustrates the phenomenon we addressed in [1] [16], that there are many practical problems in fitting variable memory length Markov models (VLMM). One-parameter construction schemes, like that presented in [15] and used here (see section 2), operate only on small subsets of potential VLMMs. Especially when trained on relatively short sequences generated by processes with a rather shallow memory, VLMMs tend to overestimate the data structure. Even the regularization procedure using \( \epsilon_{\text{grow}} = 50\epsilon_{KL} \) (see section 2), which we found useful in other contexts [16], did not improve the VLMM profits. Simply stated, VLMMs are “too sophisticated” for financial forecasts of the kind studied in this paper.

8. Neural networks tend to overestimate the structure in the training data. Forcing them to predict only the principal trends (increase/decrease) in the series of daily
volatility differences leads to better profits. However, detailed values of volatility differences presented at networks’ inputs are not necessary and can actually be misleading. Our results indicate that nothing is lost by using simple Markov models fed by the quantized inputs.

9. In most cases, the combination strategies Comb-LR and Comb-Val work well, increasing the mean and/or decreasing the variance of the block profits. Sometimes, a combination of the base model class with the Simple class achieves better results than those achieved by the two model classes themselves (e.g. Comb-LR technique using binary Markov models in the DAX experiment). None of the combination methods Comb-LR, Comb-Val, seems to outperform the other one. As an illustration, we show in figure 3 cumulative profits, expressed in percentage of invested money, achieved by the class MM(10) of Markov models up to order 10, the class Simple, and the combination Comb-LR of MM(10) and Simple.
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**Figure 3:** Cumulative profits gained by the class MM(10) of Markov models of maximal order 10, the class Simple, and the combination Comb-LR of MM(10) and Simple. The profits are expressed in percentage of invested money.

10. By their nature, fractal classification machines (FCMs) are forced to use deep memory. Maximum memory depth is set to 15, which would be inconceivable with classical Markov models (MMs), given the short length of the training sequences. Inevitably, FCMs suffer more from overfitting than MMs, where for each sliding window position, the order can be selected between 0 and 5 (10), depending on the validation set performance. PSTs are also constructed with maximum memory depth 15, but the individual prediction trees can be very shallow, depending on the construction parameters’ values.
We used FCMs to test how good the combination strategies are in switching between the long-memory FCM predictions and the short-memory predictions of Simple. In the DAX and FTSE 100 experiments, under the binary quantization scheme, the combination schemes Comb-Val and Comb-LR, respectively, work very well. This indicates that a profitable series of volatility predictions can be obtained by switching between the two extremes, i.e., long-memory and short-memory regimes. In combination with Simple, FCMs can be very powerful. Hence, to make profitable volatility predictions, we do not have to use models with a wide spectrum of memory depths. It is sufficient to switch between shallow memory models and models using deep memory in an efficient way.

11. It may be interesting to analyze the data by plotting and comparing characteristics of the selected candidates from the predictive model classes used in the technical trading. For example, in figure 4 corresponding to the DAX experiment, we show the evolution of memory depths in the classes MM(5) and MM(10) of binary Markov models of maximal order 5 and 10, respectively (upper graph). For each trading day, we plot the order of the selected MM. The strategies always predict Up (U), always predict Down (D), copy the last symbol (C) and reverse the last symbol (R) from the class Simple were selected on the validation set as shown in the lower graph. Models from the class MM(10) tend to use either a shallow (order 0–1) or a rather deep (order 8–10) memory. Very few intermediate memory lengths are used. Also, there seems to be a correlation between memory depths selected in the class MM(5) and strategies picked up from the class Simple. Roughly, in periods dominated by MM orders 1 and higher (days 1–70 and 700–970), strategies always predict Up and reverse the last symbol are selected. In periods dominated by memoryless MMs22 (order 0), the strategies always predict Down and copy the last symbol seem to be preferred. Such an analysis is beyond the scope of this paper, but it is an interesting direction for the future research.

12. Schmitt and Kaehler23 [35] distinguish three groups of investors: market makers, other registered traders (traders) and non-members of the exchange, with transaction costs24 per straddle of 0.1%, 0.5% and 1%, respectively. To be on the safe side, we double the transaction costs, i.e., we assume that market makers, traders and non-members pay 0.2%, 1% and 2%, respectively, of their profit as transaction costs. The experimental profits suggest that the option market for the DAX is not efficient from the point of view of market makers, but it is efficient from the standpoint of registered traders and non-members. The option market for the FTSE 100 seems to provide the market makers and registered traders with an opportunity to generate (in an automatic way) an excess profit. The market is efficient for non-members of the exchange.

We stress that we provide a rather pessimistic assessment of profits. Consider the following example: we buy a straddle on day t; according to our strategy we will sell it the next day; but on day t + 1 we may decide to buy the same straddle

---

22 MMs that just count the numbers of Ups and Downs in the training set
23 Schmitt and Kaehler traded straddles on the DAX index at the German Futures and Options Exchange (Deutsche Terminbörse - DTB). The transaction cost estimates reported in [35] and used here are based on the information provided by DTB. We assume similar transaction costs for trading straddles on the FTSE 100 at LIFFE.
24 expressed in percent of the straddle price
again. In this case it would be better to keep the straddle until we decide, based on the volatility prediction, to sell it. This way we could avoid having to pay the transaction costs every day. Also, traders like us, that trade on a daily basis and are willing to invest potentially large amounts of money\textsuperscript{25}, usually negotiate at the stock exchange a special discount rate for the transaction costs.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4}
\caption{Characteristics of representatives of the binary model classes \textit{MM}(5), \textit{MM}(10), and \textit{Simple} in the DAX experiment. For trading day we plot the MM order (upper graph), and the selected strategy from \textit{Simple} (lower graph). The strategies \textit{always Up}, \textit{always Down}, \textit{reverse last}, \textit{copy last} are denoted by U, D, R and C, respectively.}
\end{figure}

7 Conclusion

We considered a realistic trading setting, where straddles are traded based on predictions of differences of daily volat!ilities of the underlying. When dealing with daily financial time series, typically, one has to cope with relatively short training sets. In two independent and controlled experiments, we showed that in such cases, quantization of real-valued sequences can help to analyze patterns underlying the evolution of the system, which could otherwise be masked by large amounts of noise and/or few dominant outliers. We proposed a data-driven parametric quantization scheme. Using fewer symbols (quantization levels) is preferable. In general, symbolic Markov models (MMs) were able to achieve larger profits than the models operating on real-valued sequences. The model order of MMs was selected on an independent validation set.

\textsuperscript{25} The actual invested amount of money is not specified in the experiments, since we report our profits in \textit{percentages} of the invested money.
To deal with non-stationarity in the daily data we used the sliding window technique and proposed to add a special class of fixed, simple symbolic predictive models. Such models avoid using older, and potentially misleading parts of the sliding window devoted to the training data. We presented two techniques for incorporating these simple predictors into more sophisticated models that are fitted on the training set. This approach proved to be of great benefit for most of the studied model classes.

We also studied the memory structure in the time series of daily volatility differences using a novel variation on our own fractal-based symbolic predictive models introduced in [1] [16]. Such models use deep memory in an efficient way. Two memory regimes, characterized by deep and shallow memory, seem to dominate the studied financial time series.

Our experiments show that market makers involved in trading options on the DAX and the FTSE 100 can generate, in an automatic way, an excess profit. However, for non-members of the exchange the option markets on the DAX and the FTSE 100 are efficient. The option market for the DAX seems more efficient than that for the FTSE 100.

Except for the GARCH models, the predictive model classes used in this paper have a bounded (although potentially long) memory. We are currently investigating the trading potential of models with theoretically unbounded memory, such as recurrent neural networks.
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