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Abstract

We prove a version of the Fundamental Theorem of Asset Pricing, which applies to Kabanov’s approach to foreign exchange markets under transaction costs. The financial market is modelled by a $d \times d$ matrix-valued stochastic process $(\Sigma_t)_{t=0}^T$ specifying the mutual bid and ask prices between $d$ assets.

We introduce the notion of “robust no arbitrage”, which is a version of the no arbitrage concept, robust with respect to small changes of the bid-ask spreads of $(\Sigma_t)_{t=0}^T$. Dually, we interpret a concept used by Kabanov and his co-authors as “strictly consistent price systems”. We show that this concept extends the notion of equivalent martingale measures, playing a well-known role in the frictionless case, to the present setting of bid-ask processes $(\Sigma_t)_{t=0}^T$.

The main theorem states that the bid-ask process $(\Sigma_t)_{t=0}^T$ satisfies the robust no arbitrage condition iff it admits a strictly consistent pricing system. This result extends the theorems of Harrison-Pliska and Dalang-Morton-Willinger to the present setting, and also generalizes previous results obtained by Kabanov, Rasonyi and Stricker.

An example of a $5 \times 5$-dimensional process $(\Sigma_t)_{t=0}^T$ shows that, in this theorem, the robust no arbitrage condition cannot be replaced by the so-called strict no arbitrage condition, thus answering negatively a question raised by Kabanov, Rasonyi and Stricker.
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1 Introduction

The Fundamental Theorem of Asset Pricing asserts — loosely speaking — that a stochastic model of a financial market is free of arbitrage, if there is a consistent pricing system for all derivative securities. If the price processes of the assets under consideration are expressed in terms of a traded “numeraire” asset (usually interpreted as the “bond” or the “cash account”), a consistent pricing system may as well be described by taking expectations with respect to an equivalent “risk neutral” or “martingale” probability measure.

This theorem goes back to the pioneering work of Harrison, Kreps and Pliska in the late seventies ([HK 79], [HP 81], [K 81]). It was subsequently refined by several authors (see, e.g., [DH 86], [DMW 90], [St 90], [De 92], [S 92], [KK 94], [S 94], [R 94], [DS 94], [DS 98], as well as the survey paper [S 01] for an account on the literature).

In the classical setting, one models the financial market in a “frictionless” way, i.e., without considering transaction costs. This modelling assumption clearly is a strong idealisation of the real world, and therefore models with transaction costs have been increasingly studied in the literature (e.g., [DN 90], [JK 95], [CK 96], [JK 99]). In these models too, typically there is a “bond” which serves as numeraire. The usual assumption is that, at final date $T$, all the positions in the other traded assets are liquidated, i.e., converted into units of the bond. Yuri Kabanov [K 99] pointed out that this assumption is in some applications (e.g., foreign exchange markets) unrealistic, and proposed an appealing framework to model financial markets in a numeraire-free way. This approach turns out to be conceptually interesting, even in the frictionless case, as it allows for a new look on the wealth processes, arising in financial modelling, without explicitly using stochastic integration: expressing portfolios in terms of the number of physical units of the assets, as opposed to the values of the assets in terms of some numeraire, opens new perspectives. Having said that Kabanov’s framework is interesting even in the frictionless case, it goes without saying that his approach is all the more relevant to model financial markets with transaction costs.

We now recall this framework of financial modelling, persistently using “physical units”: the financial market consists of $d$ traded assets, which might be thought of as (cash-accounts in) different currencies. As stochastic base we fix a filtered probability space $(\Omega, (\mathcal{F}_t)_{t=0}^T, \mathbb{P})$, where time $t$ runs through the finite discrete set $\{0, 1, \ldots, T\}$. We shall always assume w.l.g. that $\mathcal{F}_0$ is trivial. The terms of trade at time $t$ are modeled via an $\mathcal{F}_t$-measurable $d \times d$ matrix-valued map $\omega \mapsto \Sigma_t(\omega)$, denoting the bid and ask prices for the exchange between the $d$ assets. The entry $\sigma^{ij}$ of $\Sigma_t$ denotes the number of units of asset $i$ for which an agent can trade in one unit of asset $j$ at time $t$. In other words the pair $\{\frac{\sigma^{ij}}{\sigma^{ii}}, \sigma^{ij}\}$ denotes the bid- and ask-prices of the asset $j$ in terms of the asset $i$. We shall always suppose that the matrices $\Sigma_t$ satisfy the requirements of the subsequent definition.

**Definition 1.1** A $d \times d$-matrix $\Sigma$ will be called a bid-ask-matrix, if

(i) $\sigma^{ij} > 0$, for $1 \leq i, j \leq d$,

(ii) $\sigma^{ii} = 1$, for $1 \leq i \leq d$,

(iii) $\sigma^{ij} \leq \sigma^{ik} \sigma^{kj}$, for $1 \leq i, j, k \leq d$. 
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An adapted process \( (\Sigma_t)_{t=0}^T \) taking values in the set of bid-ask-matrices will be called a bid-ask-process.

The interpretation of these assumptions is rather obvious. Condition (iii) means that, by doing a chain of exchanges (e.g., changing Dollars into Yen, and subsequently Yen into Euros), one cannot do better than by exchanging directly (e.g., Dollars into Euro). One might argue that this is a restriction of generality, but this is not really the case: if we replace conditions (ii) and (iii) by the assumption that, for \( n \geq 0 \) and \( (i, i_1, \ldots, i_n, i) \), we have \( \sigma^{i_1} \sigma^{i_2} \ldots \sigma^{i_{n-1}} \sigma^{i_n} \geq 1 \) (which has an obvious interpretation), then we may always pass to a matrix \( \tilde{\Sigma} \) satisfying the conditions of Definition 1.1 by defining

\[
\tilde{\sigma}^{ij} = \min \left\{ \sigma^{i_1} \sigma^{i_2} \ldots \sigma^{i_{n-1}} \sigma^{i_n} : (i_1, \ldots, i_n), n \geq 0 \right\}.
\]

In other words, by assuming that the economic agents are sufficiently smart to take advantage of a favorable chain of exchanges, there is no loss of generality in the assumptions of Definition 1.1.

In [K 99], [KS 01b] and [KRS 01] the bid-ask processes \( (\Sigma_t)_{t=0}^T \) were introduced in a somewhat indirect way. These authors start with a \( d \)-dimensional price process \( (S_t)_{t=0}^T \), which models the prices of the \( d \) assets without transaction cost in terms of some numeraire (which may be a traded asset or not). One then defines a non-negative \( d \times d \)-matrix \( \Lambda = (\lambda_{ij})_{1 \leq i,j \leq d} \) of transaction cost coefficients, i.e., \( \lambda_{ij} \geq 0 \) models the proportionally factor one has to pay in transaction costs, when exchanging the \( i \)'th into the \( j \)'th asset. Again it is natural to impose that, for \( 1 \leq i,j,k \leq d \), we have

\[
(1 + \lambda_{ij}) \leq (1 + \lambda_{ik})(1 + \lambda_{kj}).
\]

The transaction cost coefficients \( \Lambda \) may be fixed or may depend on \( t \) and \( \omega \) in an adapted way. In any case, letting

\[
\sigma_t^{ij}(\omega) = \left(1 + \lambda_t^{ij}(\omega)\right) \frac{S_t^j(\omega)}{S_t^i(\omega)}, \quad 1 \leq i,j \leq d,
\]

one clearly obtains a bid-ask process \( (\Sigma_t)_{t=0}^T \).

We can rewrite (3) in matrix notation as

\[
\Sigma_t(\omega) = \text{Diag} \left( S_t(\omega) \right)^{-1} \circ (1 + \Lambda_t(\omega)) \circ \text{Diag} \left( S_t(\omega) \right)
\]

where \( 1 \) denotes the \( d \times d \) matrix with all entries equal to one (not to be confused with the identity matrix) and \( \text{Diag}(S_t(\omega)) \) denotes the diagonal matrix with entries \( (S_t^i(\omega))_{i=1}^d \) on the diagonal.

In the present paper we find it more convenient to start the modelling directly with the bid-ask process \( (\Sigma_t)_{t=0}^T \), without first defining \( (S_t)_{t=0}^T \) and \( \Lambda \). From an economic point of view this seems more natural, as in a market with friction an agent is certainly faced with a bid- and an ask-price. But these prices are not necessarily decomposed into a “frictionless” price and additional transaction costs. More importantly, the possibility of decomposing a bid-ask process \( (\Sigma_t)_{t=0}^T \) in different ways into a frictionless price process plus transaction costs will play a central role in the present approach (see the notion of a consistent pricing process and Theorem 1.7 below).

We now turn to the definition of self-financing trading strategies and related objects.
Definition 1.2 For a given bid-ask matrix $\Sigma = (\sigma^{ij})_{1 \leq i,j \leq d}$ we define

- the solvency cone $K(\Sigma)$, which is the convex cone in $\mathbb{R}^d$ spanned by the unit vectors $e^i$, $1 \leq i \leq n$, and the vectors $\sigma^{ij}e^i - e^j$, $1 \leq i,j \leq d$,

- the cone of portfolios available at price zero, $-K(\Sigma)$, which is the convex cone spanned by the negative unit vectors $-e^i$, $1 \leq i \leq n$, and the vectors $-\sigma^{ij}e^i + e^j$, $1 \leq i \leq j \leq d$,

- the space of portfolios exchangeable to zero $F(\Sigma) := K(\Sigma) \cap -K(\Sigma)$, which is the linear space spanned by the vectors $\sigma^{ij}e^i - e^j$, where $(i,j)$ runs through all pairs $1 \leq i,j \leq d$, such that $\sigma^{ij}\sigma^{ji} = 1$.

The interpretation of these concepts is straightforward: the portfolios of the form $\sigma^{ij}e^i - e^j$, i.e., consisting of $\sigma^{ij}$ long and one short position in (physical units of) the assets $i$ and $j$, are by the definition of $\Sigma$ “solvent”, i.e. the $\sigma^{ij}$ units of asset $i$ can be exchanged to clear the short position in asset $j$. Obviously every linear combination $\Sigma_{ij}a^{ij}(\sigma^{ij}e^i - e^j)$ with non-negative coefficients $a^{ij}$ also is “solvent”, i.e., can be liquidated into the zero portfolio $0 \in \mathbb{R}^d$. A moment’s reflexion reveals that these linear combinations consist precisely of the portfolios which can be liquidated into the zero portfolio. If we also allow the economic agents to “throw away” non-negative quantities of the assets, i.e., if we consider vectors $\Sigma_{ij}\sigma^{ij}a^{ij}e^i$ with non-negative coefficients $a^i$ also to be solvent, we arrive at the above definition of the solvency cone $K(\Sigma)$.

For the cone of portfolios available at price zero, we just turn around the point of view: starting from the zero portfolio $0 \in \mathbb{R}^d$, what are the portfolios which can be obtained by trading according to the terms of trade modelled by $\Sigma$, and — possibly — throwing away non-negative quantities of assets? A moment’s reflexion reveals that this cone simply equals $-K(\Sigma)$.

Finally, the space $F(\Sigma)$ describes the vector space formed by those portfolios, which can be converted into the zero portfolio and vice versa.

We remark that in Definition 1.2 we slightly deviated from the notation of [K99], [KS01b], [KRS01], where the above defined solvency cone is denoted by $\widehat{K}(\Sigma)$, to indicate that it pertains to physical units of the assets. We find the use of the “hat” superfluous in the present setting, as we persistently only use the modelisation in terms of physical units. The same remark applies to similar quantities defined below.

Definition 1.3 For a given bid-ask matrix $\Sigma$ we denote — similarly as in [K99] — by $K^*(\Sigma)$ the polar of the cone $-K(\Sigma)$, i.e.,

$$K^*(\Sigma) = \{w \in \mathbb{R}^d : \langle v, w \rangle \leq 0, \text{ for } v \in -K(\Sigma)\}$$

$$= \{w \in \mathbb{R}^d : \langle v, w \rangle \geq 0, \text{ for } v \in K(\Sigma)\}. \quad (5)$$

We call the elements $w \in K^*(\Sigma) \backslash \{0\}$ (resp. $w$ in the relative interior of $K^*(\Sigma)$) price systems consistent (resp. strictly consistent) with the bid-ask matrix $\Sigma$.

As the convex cone $K(\Sigma)$ is generated by the vectors $e^i$, $1 \leq i \leq n$ and $\sigma^{ij}e^i - e^j$, $1 \leq i,j \leq d$, the polar $K^*(\Sigma)$ of $-K(\Sigma)$ is the intersection of $\mathbb{R}^d_+$ with the halfspaces \(\{w \in \mathbb{R}^d : \langle \sigma^{ij}e^i - e^j, w \rangle \geq 0, \text{ for } 1 \leq i,j \leq d\}\), which yields the following equivalent definition of $K^*(\Sigma)$:

$$K^*(\Sigma) = \{w \in \mathbb{R}^d_+ : \sigma^{ij}w^i \geq w^j, \text{ for } 1 \leq i,j \leq d\}. \quad (6)$$
The cone $K^*(\Sigma)$ has a nice economic interpretation, to which we tried to allude by the term "consistent price system". A vector $w \neq 0$ is in $K^*(\Sigma)$ iff it defines a frictionless pricing system for the assets $1, \ldots, d$, which is consistent with the bid-ask matrix $\Sigma$ in the following sense: if the price of asset $i$ (denoted in terms of some numeraire) equals $w^i$, then the frictionless exchange rates, denoted by $\tau^{ij}$, clearly equal

$$\tau^{ij} = \frac{w^j}{w^i}, \quad 1 \leq i, j \leq d. \quad (7)$$

Hence $w$ satisfies the inequalities $\frac{w^j}{w^i} \leq \sigma^{ij}$ appearing in (6) iff $\tau^{ij} \leq \sigma^{ij}$, for $1 \leq i, j \leq d$; equivalently this may be characterised by the existence of transaction cost coefficients $\lambda^{ij} \geq 0$, such that $\sigma^{ij} = (1 + \lambda^{ij})\tau^{ij}$.

Passing to the notion of a strictly consistent price system: it is an easy and instructive exercise to verify that, with the above identifications, $w \in K^*(\Sigma)$ is in the relative interior of $K^*(\Sigma)$ iff, for each pair $1 \leq i, j \leq d$ with $\sigma^{ij}\sigma^{ji} > 1$, we have $\sigma^{ij} > \frac{w^j}{w^i}$ and $\sigma^{ji} > \frac{w^i}{w^j}$ (compare Proposition A.5 below). Speaking more economically: a consistent price system $w$ is strictly consistent iff, for all $1 \leq i, j \leq d$, the exchange rate $\tau^{ij} = \frac{w^j}{w^i}$ is in the relative interior of the bid-ask spread $[\frac{1}{\sigma^{ji}}, \sigma^{ij}]$.

Finally, we note that the matrices $\tau = (\tau^{ij})_{1 \leq i,j \leq d}$ obtained from $w \in \mathbb{R}^d_+ \setminus \{0\}$ via (7) determine $w$, up to a multiplicative (strictly positive) factor. Economically speaking, this reflects the liberty in the choice of numeraire, in terms of which the prices $w^1, \ldots, w^d$ are quoted.

**Definition 1.4** An $\mathbb{R}^d$-valued adapted process $\vartheta = (\vartheta_t)_{t=0}^T$ is called a self-financing portfolio process for the bid-ask process $(\Sigma_t)_{t=0}^T$, if the increments

$$\xi_t(\omega) := \vartheta_t(\omega) - \vartheta_{t-1}(\omega) \quad (8)$$

take their values almost surely in the cone $-K(\Sigma_t(\omega))$ of portfolios available at price zero, for all $t = 0, \ldots, T$ (we always define $\vartheta_{-1} \equiv 0$).

For $0 \leq t \leq T$ we denote by $A_t$ the convex cone in $L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d)$ formed by the random variables $\vartheta_t$, where $\vartheta = (\vartheta_t)_{t=0}^T$ runs through the self-financing portfolio processes.

$A_T$ may be interpreted as the set of random portfolios at time $T$, expressed in numbers of physical units of assets $1, \ldots, d$, which may be obtained by performing the “exchange operations” $(\xi_t)_{t=0}^T$. Therefore $A_T$ (and, similarly, $A_t$ for $0 \leq t \leq T$) may be interpreted as the “hedgeable claims”, expressed in terms of physical units, starting from an initial endowment $0 \in \mathbb{R}^d$. We note that we use the term “self-financing” in a broad sense, as we also allow the agents to “throw away” non-negative quantities of the assets.

The reader might be surprised, that the definition of self-financing processes is so simple and does not involve any stochastic integral. The reason is that the changes of (relative) prices of stocks are already absorbed into the definition of the solvency cones $K_t(\omega)$. As we mentioned above, we find this feature in the approach of Kabanov, Rasony and Stricker ([K99], [KS01b], [KRS01]) very appealing from a conceptual point of view.

We now define the notion of consistent price processes $(Z_t)_{t=0}^T$, which is dual to the notion of self-financing portfolio processes; it plays a similar role as the notion of an equivalent martingale measure in the frictionless theory.
Definition 1.5 An adapted $\mathbb{R}^d_+$-valued process $Z = (Z_t)_{t=0}^T$ is called a consistent (resp. strictly consistent) price process for the bid-ask process $(\Sigma_t)_{t=0}^T$, if $Z$ is a martingale under $\mathbb{P}$, and $Z_t(\omega)$ lies in $K_t(\omega) \setminus \{0\}$ (resp. in the relative interior of $K_t(\omega)$) a.s., for each $t = 0, \ldots, T$.

The idea behind this notion is that, for each $t$ and $\omega$, the vector $Z_t(\omega) = (Z^1_t(\omega), \ldots, Z^d_t(\omega))$ defines prices for the assets $1, \ldots, d$, which are consistent (resp. strictly consistent) with the bid-ask matrix $\Sigma_t(\omega)$. These prices should, in addition, be intertemporally related, such that, for each asset $i$, its price at time $t$, denoted by $Z^i_t(\omega)$, equals the conditional expectation of its price $Z^i_{t+1}(\omega)$ at time $t + 1$.

The above notion was used in [KS01b] and [KRS01], without elaborating on the present economic interpretation, as martingales $Z$ and rewrite $Z$ as the prices $S$ of the other assets, expressed in terms of the first asset, which serves as numeraire, i.e.,

$$S_t = \left(1, \frac{Z^2_t}{Z^1_t}, \ldots, \frac{Z^d_t}{Z^1_t}\right), \quad t = 0, \ldots, T. \quad (9)$$

We also define the measure $Q$ on $\mathcal{F}_T$ by

$$\frac{dQ}{d\mathbb{P}} = \frac{Z^1_T}{Z^1_0}. \quad (10)$$

As $(Z^1_t)_{t=0}^T$ is assumed to be a strictly positive martingale, the measure $Q$ is a probability measure on $\mathcal{F}_T$, equivalent to $\mathbb{P}$, and the Radon-Nikodym derivative of the restriction of $Q$ to $\mathcal{F}_t$ with respect to $\mathbb{P}$ equals $E[\frac{dQ}{d\mathbb{P}}|\mathcal{F}_t] = \frac{Z^1_t}{Z^1_0}$.

The process $(S_t)_{t=0}^T$ is a $Q$-martingale as, for $j = 1, \ldots, d$,

$$E_Q \left[ S^j_t - S^j_{t-1} \mid \mathcal{F}_{t-1} \right] = E_Q \left[ \left( \frac{Z^j_t}{Z^1_t} - \frac{Z^j_{t-1}}{Z^1_{t-1}} \right) \mid \mathcal{F}_{t-1} \right] \quad (11)$$

$$= E_\mathbb{P} \left[ \left( \frac{Z^j_t}{Z^1_t} - \frac{Z^j_{t-1}}{Z^1_{t-1}} \right) \frac{Z^1_t}{Z^1_{t-1}} \mid \mathcal{F}_{t-1} \right]$$

$$= \frac{1}{Z^1_{t-1}} E_\mathbb{P} \left[ Z^j_t \mid \mathcal{F}_{t-1} \right] - \frac{Z^j_{t-1}}{Z^1_{t-1}} E_\mathbb{P} \left[ \frac{Z^1_t}{Z^1_{t-1}} \mid \mathcal{F}_{t-1} \right]$$

$$= \frac{Z^j_t}{Z^1_t} - \frac{Z^j_{t-1}}{Z^1_{t-1}} = 0$$

Hence (10) defines an equivalent measure, under which the stock price process $S$ is a martingale.

Of course, this correspondence also works in the other direction: start with an $\mathbb{R}^d_+$-valued price process $S$ of $d$ assets, expressed in terms of the first asset, which serves as numeraire, i.e.,

$$S_t = (1, S^2_t, \ldots, S^d_t), \quad t = 0, \ldots, T, \quad (12)$$
and assume that $S$ is a martingale under a probability measure $Q$ equivalent to $P$. Define $Z^1_t$ by

$$Z^1_t = \mathbb{E}\left[\frac{dQ}{dP} \mid \mathcal{F}_t\right]$$

and

$$Z^j_t = S^j_t Z^1_t, \quad \text{for } j = 2, \ldots, n. \quad (14)$$

Then $Z = (Z^1, \ldots, Z^n)$ is a $P$-martingale and takes its values in $K^*_t(\omega)$, where $K_t(\omega) = K(\Sigma_t(\omega))$ and $\Sigma_t(\omega)$ is induced by the (frictionless) bid-ask matrix $\sigma^j_t(\omega) = \frac{S^j_t(\omega)}{S^i_t(\omega)}$. As $\Sigma_t(\omega)$ is frictionless the cone $K^*_t(\Sigma_t(\omega))$ is one-dimensional, so that $Z$ is automatically strictly consistent.

The attentive reader has noticed that this relation between $S$ and $Z$ is one-to-one, up to a multiplicative factor for $Z$. We also remark that the choice of the first asset as numeraire is not canonical at all (this is precisely the motivation behind the present numeraire-free modelling) and can be replaced by choosing any other traded asset.

We now recall the definitions of the notion of “no arbitrage” as given in [KS01b] and [KRS01].

**Definition 1.6** (compare [KS01b] and [KRS01])

(i) The bid-ask process $(\Sigma_t)_{t=0}^T$ satisfies no arbitrage property $(NA)$ if

$$A_T \cap L^0(\Omega, \mathcal{F}_T, P; \mathbb{R}_+^d) = \{0\} \quad (15)$$

(ii) The bid-ask process $(\Sigma_t)_{t=0}^T$ satisfies the strict no arbitrage property $(NA^s)$ if, for every $t = 0, \ldots, T$,

$$A_t \cap L^0(\Omega, \mathcal{F}_t, P; K_t) \subseteq L^0(\Omega, \mathcal{F}_t, P; F_t) \quad (16)$$

Equality (15) has the usual intuitive interpretation of the impossibility to “make something out of nothing”: if a self-financing portfolio process $\vartheta = (\vartheta_t)_{t=0}^T$ is such that $\vartheta_T \geq 0$ almost surely, for each $i = 1, \ldots, d$, then we necessarily have $\vartheta_T \equiv 0$.

This notion was defined in [KS01b] and [KRS01] — in a formally different but equivalent way — under the name of “weak no arbitrage condition”. As this concept appears to us as the natural counterpart to the usual no arbitrage condition in the frictionless setting, and also in view of Definition 1.8 and Theorem 1.7 below, we call this property simply “no arbitrage”.

The interpretation of the “strict no arbitrage property” $(NA^s)$ is more technical: fix $t \in \{0, \ldots, T\}$ and consider a self-financing portfolio process $\vartheta = (\vartheta_t)_{t=0}^T$ such that $\vartheta_T \geq 0$ almost surely, for each $i = 1, \ldots, d$, then we necessarily have $\vartheta_T \equiv 0$.

This means that we could liquidate at time $t$ the position $\vartheta_t(\omega)$, to end up with the zero portfolio. In more mathematical terms this may be rephrased, that the process $(\vartheta_0, \ldots, \vartheta_{t-1}, 0, \ldots, 0)$ is self-financing. The assumption $(NA^s)$ asserts that, for each $0 \leq t \leq T$ this is only possible if $\vartheta_t(\omega)$ takes its values in the space $F_t(\omega)$ almost surely, i.e., the portfolio $\vartheta_t(\omega)$ may be converted to zero and vice versa.

We refer to [KS01b] and [KRS01] for more information on this concept and, in particular, for an example, showing that the validity of (16), for every $t = 0, \ldots, T$, cannot be replaced by its validity for $t = T$ only.
The main result of [KRS 01] is the following version of the fundamental theorem of asset pricing: under an additional assumption, a bid-ask process \( \Sigma = (\Sigma_t)_{t=0}^T \) satisfies the strict no arbitrage condition, if and only if there is a strictly consistent price system \( Z = (Z_t)_{t=0}^T \) for \( \Sigma \). The additional assumption is called “efficient friction” and requires that \( F_t(\omega) = \{0\} \), a.s., for all \( t = 0, \ldots, T \). It was asked in [KRS 01] whether this additional assumption can be dropped.

We give in the appendix below an example of a bid-ask process \( \Sigma \), with \( d = 5 \) and \( T = 2 \), showing that — in general — the answer to this question is no. On the other hand, and more importantly, we shall presently define a slight strengthening of the notion \((\text{NA}^\ast)\), called the robust no arbitrage condition \((\text{NA}^r)\). Admitting this notion (Definition 1.9 below) for a moment, we may formulate the subsequent theorem, which is the main result of the paper.

**Theorem 1.7** *(Fundamental Theorem of Asset Pricing for Portfolio Processes with proportional transaction costs in finite discrete time)*

A bid-ask process \( \Sigma = (\Sigma_t)_{t=0}^T \) satisfies the robust no arbitrage condition \((\text{NA}^r)\), if and only if it admits a strictly consistent pricing process \( Z = (Z_t)_{t=0}^T \).

We still have to define the “robust no arbitrage” condition. We first need a preliminary notion.

**Definition 1.8** For two \( d \times d \) bid-ask matrices \( \Sigma, \tilde{\Sigma} \), we say that \( \tilde{\Sigma} \) has smaller bid-ask spreads than \( \Sigma \) if, for all \( 1 \leq i, j \leq d \), the bid-ask interval \([\frac{1}{\sigma^{ij}}, \tilde{\sigma}^{ij}]\) is contained in the relative interior of \([\frac{1}{\sigma^{ij}}, \sigma^{ij}]\).

In other words, we require that

(i) for each pair \( 1 \leq i, j \leq d \), such that \( \sigma^{ij} \sigma^{ji} = 1 \), we have \( \sigma^{ij} = \tilde{\sigma}^{ij} \) and \( \sigma^{ji} = \tilde{\sigma}^{ji} \),

(ii) for each pair \( 1 \leq i, j \leq d \), such that \( \sigma^{ij} \sigma^{ji} > 1 \), we have \( \sigma^{ij} > \tilde{\sigma}^{ij} \) and \( \sigma^{ji} > \tilde{\sigma}^{ji} \).

We say that the bid-ask process \( (\tilde{\Sigma}_t)_{t=0}^T \) has smaller bid-ask spreads than the bid-ask process \( (\Sigma_t)_{t=0}^T \) if, for each \( t = 0, \ldots, T \) and almost each \( \omega \in \Omega \), the matrix \( \tilde{\Sigma}_t(\omega) \) has smaller bid-ask spreads than the matrix \( \Sigma_t(\omega) \).

The passage from \( \Sigma \) to \( \tilde{\Sigma} \) may be thought of as a “discount on the bid-ask spreads offered by the broker”; indeed \( \tilde{\Sigma} \) has smaller bid-ask intervals than \( \Sigma \) iff for each pair \( i \neq j \) there is \( \varepsilon^{ij} > 0 \) such that \( \tilde{\sigma}^{ij} = \sigma^{ij} - \varepsilon^{ij}(\sigma^{ij} - \frac{1}{\sigma^{ji}}) \). Of course, if \( \sigma^{ij} = \frac{1}{\sigma^{ji}} \), there is no room for giving a discount — at least not in an arbitrage-free way — and we must have \( \tilde{\sigma}^{ij} = \sigma^{ij} \). This leads to the — notationally awkward — fact, that, for a frictionless bid-ask matrix \( \Sigma \), the matrix \( \Sigma \) itself has “smaller bid-ask spreads” than \( \Sigma \).

Note that, if the bid-ask process \( \tilde{\Sigma} \) has smaller bid-ask spreads than \( \Sigma \), each self-financing process \( \vartheta = (\vartheta_t)_{t=0}^T \) for \( \Sigma \), a fortiori, self-financing for \( \tilde{\Sigma} \) too.

**Definition 1.9** A bid-ask process \( (\Sigma_t)_{t=0}^T \) satisfies the robust no arbitrage condition \((\text{NA}^r)\) if there is a bid-ask process \( (\tilde{\Sigma}_t)_{t=0}^T \) with smaller bid-ask spreads, such that \( (\tilde{\Sigma}_t)_{t=0}^T \) satisfies the no arbitrage condition \((\text{NA})\).
Some comments on this notion are in order: firstly note that, in the frictionless case, i.e., if $\sigma^i_j \sigma^j_i = 1$ a.s. for all $1 \leq i, j \leq d$ and $t = 0, \ldots, T$, the notions of robust no arbitrage and no arbitrage are equivalent (as well as the notion of strict no arbitrage), and coincide with the classical notion of no arbitrage as defined in [HP 81] and [DMW 90].

In the case of market friction, i.e., when $\sigma^i_j > \frac{1}{\sigma^j_i}$ for some pairs $1 \leq i, j \leq d$, the idea of the “robust no arbitrage condition” (NA') is, that there is still room for the broker to “offer some discount”, without creating an arbitrage possibility.

Turning to the negation of this concept: a bid-ask process $(\Sigma_t)_{t=0}^T$ violates the “robust no arbitrage” condition, if, for every $(\tilde{\Sigma}_t)_{t=0}^T$ with smaller bid-ask spreads we may find an arbitrage. The interpretation of the negation of (NA') therefore is, that, whenever the agent has the possibility to enter into a market with more competitive transaction costs, she can make an arbitrage (compare also the economic interpretation of “weak arbitrage opportunities” as given in [KRS 01] in the paragraph following the definition of “efficient friction” (EF)).

The paper is organized as follows.

In section 2, we state and prove the “abstract version” of Theorem 1.7: under condition (NA') the cone $A_T$ of “hedgeable” or “super-replicable” claims is closed with respect to convergence in measure. This is an extension of a result from [S 92], which is sometimes refered to as Schachermayer’s lemma. From this result Theorem 1.7 is deduced by standard arguments.

In section 3 we present the counter-example showing that the strict no arbitrage condition (NA') is not sufficiently strong to allow for a general version of the Fundamental Theorem of Asset Pricing. The crux is, that this condition does not imply that $A_T$ is closed with respect to convergence in measure.

In section 4 we deduce from Theorem 1.7 a super-replication theorem characterizing the initial endowments $v \in \mathbb{R}^d$, which are portfolios in the $d$ assets, such that — starting with wealth $v$ — a given claim $\vartheta \in L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d)$, contingent on the $d$ assets, may be super-replicated. Under the robust no arbitrage condition (NA'), the theorem is stated and proved in full generality, without boundedness or integrability assumptions on $\vartheta$, thus extending Theorem 4.2 of [KRS 01].

Finally, in the appendix, we assemble some — mainly measure-theoretic — auxiliary results.

2 Proof of the Theorem

We start by formulating the “abstract version” of Theorem 1.7. It is an extension of the “crucial lemma” from [S 92] to the present setting (compare also [St 97] for a nice proof of this lemma in frictionless setting).

**Theorem 2.1** If the bid-ask process $(\Sigma_t)_{t=0}^T$ has the robust no arbitrage property (NA'), then the convex cone $A_T$ is closed in $L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d)$.

The fact, that Theorem 2.1 implies Theorem 1.7 is essentially standard. The argument consists in the combination of a Hahn-Banach and an exhaustion argument, as is usually done in the proof of the Kreps-Yan theorem ([Y 80], [K 81]; compare also [S 92], or the survey paper [S 01]).
Proof of Theorem 1.7 (admitting Theorem 2.1)

(NA') ⇒ (SCP): Supposing that \((\Sigma_t)^T_{t=0}\) has the robust no arbitrage property, we have to find a strictly consistent price process \((Z_t)^T_{t=0}\). We shall show that, more generally, for any given strictly positive \(F_T\)-measurable function \(\varphi: \Omega \to [0,1]\) we may find a strictly consistent price system \(Z\) in such a way that

\[
Z_T \leq M \varphi, \text{ a.s.} \tag{17}
\]

for some constant \(M > 0\).

We start the proof by observing that there is a bid-ask process \((\hat{\Sigma}_t)^T_{t=0}\) with smaller bid-ask spreads than \((\Sigma_t)^T_{t=0}\), such that \((\hat{\Sigma}_t)^T_{t=0}\) still satisfies the robust no arbitrage condition. Indeed, by hypothesis there is a bid-ask process \((\hat{\Sigma}_t)^T_{t=0}\) with smaller bid-ask spreads than \((\Sigma_t)^T_{t=0}\), such that \((\hat{\Sigma}_t)^T_{t=0}\) satisfies the no arbitrage condition. By Proposition A.5 below it suffices to choose \((\hat{\Sigma}_t)^T_{t=0}\) as a bid-ask process, which is “sandwiched” between \((\Sigma_t)^T_{t=0}\) and \((\hat{\Sigma}_t)^T_{t=0}\): the bid-ask process \((\hat{\Sigma}_t)^T_{t=0}\) should have smaller bid-ask spreads than \((\Sigma_t)^T_{t=0}\), while \((\hat{\Sigma}_t)^T_{t=0}\) should have smaller bid-ask spreads than \((\Sigma_t)^T_{t=0}\). Such a choice is obviously possible (compare the proof of Proposition A.5 below).

Hence by Theorem 2.1 the convex cone \(\tilde{A}_T\) of hedgeable portfolios under \((\hat{\Sigma}_t)^T_{t=0}\) is closed in \(L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\), contains \(L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\), and satisfies \(\tilde{A}_T \cap L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d_+\{0\}) = \{0\}\).

Define the Banach space \(L^1_{\varphi}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\), consisting of all \(f \in L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d_+)\), such that

\[
\|f\|_{L^1_{\varphi}} = \mathbb{E}_\mathbb{P}[\varphi(\omega)\|f(\omega)\|_{\mathbb{R}^d}] < \infty. \tag{18}
\]

Its dual with respect to the scalar product \(\langle f, g \rangle = \mathbb{E}[(f, g)]\) is the Banach space \(L_{\varphi}^{\infty}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\) of \(\mathcal{F}_T\)-measurable functions \(g\), such that

\[
\|g\|_{L_{\varphi}^{\infty}} = \sup_{\omega \in \Omega} \psi(\omega)\|g(\omega)\|_{\mathbb{R}^d} < \infty, \text{ where } \psi = \varphi^{-1}. \tag{19}
\]

The intersection of \(\tilde{A}_T\) with \(L^1_{\varphi}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\) is closed in \(L^1_{\varphi}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\) and its intersection with \(L_{\varphi}^{\infty}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d_+)\) is reduced to zero. Hence for each \(D \in \mathcal{F}_T\), \(\mathbb{P}[D] > 0\), we may find a linear functional \(g_D \in L_{\varphi}^{\infty}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\), which strictly separates \((e^1 + \ldots + e^d)\chi_D\) from \(\tilde{A}_T\), in the sense that \(G|_{\tilde{A}_T \cap L_{\varphi}^{\infty}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d_+\{0\}) \leq 0\) while \(\langle (e^1 + \ldots + e^d)\chi_D, g_D \rangle > 0\).

One readily verifies that \(g_D\) takes its values in \(\mathbb{R}^d_+\) a.s., and, using the above mentioned exhaustion argument (see, e.g. [S92]), we may find a sequence \((D_n)_{n=1}^\infty\) in \(\mathcal{F}_T\), and a sequence of positive scalars \(a_n\), such that \(g = \sum_{n=1}^\infty a_n g_{D_n}\) has the following properties:

(i) \(\|g\|_{L_{\varphi}^{\infty}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)} < \infty\),

(ii) \(g(\omega) \in \mathbb{R}^d_+\{0\}, \text{ a.s.}\),

(iii) \(\langle f, g \rangle \leq 0\), for \(f \in \tilde{A}_T \cap L^1_{\varphi}(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\).

Define \(Z_T = g \text{ and } Z_t = \mathbb{E}[Z_T|\mathcal{F}_t]\), to find an \(\mathbb{R}^d\)-valued martingale satisfying (17) and taking its values a.s. in \(\mathbb{R}^d_+\{0\}\). We claim that \(Z_t(\omega) \in \tilde{K}_t^*(\omega)\) a.s., for each \(t = 0, \ldots, T\), where \(\tilde{K}_t^*(\omega)\) denotes the cone of consistent price systems for \(\hat{\Sigma}_t(\omega)\). Indeed, suppose that there is \(0 \leq t \leq T\) and a set \(D \in \mathcal{F}_t\), \(\mathbb{P}[D > 0]\), such that \(Z_t(\omega) \notin \tilde{K}_t^*(\omega)\), for \(\omega \in D\).
Using measurable selection we may find a bounded \( \mathcal{F}_T \)-measurable function \( f \), taking its values in \(-K_t(\omega) \) a.s., \( f(\omega) = 0 \), for \( \omega \not\in D \), and

\[
(f(\omega), Z_t(\omega)) > 0 \quad \text{a.s., for } \omega \in D. \tag{20}
\]

As \( f \in \widetilde{A}_T \), we find a contradiction to (iii), as \( \mathbb{E}[(f, Z_t)] = \mathbb{E}[(f, \mathbb{E}[Z_T|\mathcal{F}_t])] = \mathbb{E}[(f, g)] \leq 0. \)

Finally, we apply Proposition A.5, to deduce that \( (Z_t(\omega))_{t=0}^T \) takes its values a.s. in the relative interior of the cones \( (K_t^*(\omega))_{t=0}^T \) of consistent price systems for \( (\Sigma_t(\omega))_{t=0}^T \). This finishes the proof of the implication (NA') \( \Rightarrow \) (SCP).

(SCP) \( \Rightarrow \) (NA'): Now suppose that there is a strictly consistent price system \( (Z_t)_{t=0}^T \) for \( (\Sigma_t)_{t=0}^T \). We have to find a bid-ask process \( (\tilde{\Sigma}_t)_{t=0}^T \) with smaller bid-ask spreads than \( (\Sigma_t)_{t=0}^T \), satisfying (NA).

To do so, we define

\[
\tilde{\sigma}^i_t(\omega) = \frac{Z^i_t(\omega)}{Z^i_0(\omega)}.
\] (21)

The resulting bid-ask matrices \( \tilde{\Sigma}_t(\omega) \) are frictionless, so that their “bid-ask spreads” are reduced to the singletons \( \{\tilde{\sigma}^i_t(\omega)\} \), which are contained in the relative interior of the bid-ask spreads \( \left[\frac{1}{\sigma^i_0}, \sigma^i\right] \).

Next we shall show that the bid-ask process \( (\tilde{\Sigma}_t(\omega))_{t=0}^T \) satisfies the no arbitrage condition (NA). Indeed, for every \( f = (f^1, \ldots, f^d) \in \tilde{A}_T \) such that its negative part \( f_- := (f^1, \ldots, f^d) \) is uniformly bounded, we have

\[
\mathbb{E}[(f, Z_T)] \leq 0. \tag{22}
\]

Admitting (22) we conclude that an element \( f \in \widetilde{A}_T \), which takes its values in \( \mathbb{R}^d_+ \), satisfies \( f \equiv 0 \), as \( Z_T \) takes its values in the interior of \( \mathbb{R}^d_+ \). Hence \( (\tilde{\Sigma}_t)_{t=0}^T \) satisfies (NA).

The proof of (22) is slightly subtle, because of integrability problems. Firstly remark, that, by the lower boundedness of \( f \) and the boundedness of \( Z_T \), it will suffice to show that, there exists a sequence \( (D_n)_{n=1}^\infty \) in \( \mathcal{F}_T \) such that \( \lim_{n \to \infty} \mathbb{P}[D_n] = 1 \) and

\[
\liminf_{n \to \infty} \mathbb{E}[(f, Z_T)|\chi_{D_n}] \leq 0. \tag{23}
\]

To show (23), associate to \( f \) a self-financing (w.r. to \( (\tilde{\Sigma}_t)_{t=0}^T \)) portfolio process \( (\vartheta_0, \ldots, \vartheta_T) \) with \( \vartheta_T = f \), and let \( \xi_t = \vartheta_t - \vartheta_{t-1} \).

Fix \( n \in \mathbb{N} \), and do the following inductive construction. Let \( D_{0,n} = \Omega \) and suppose that, for \( 1 \leq t \leq T \), the set \( D_{t-1,n} \in \mathcal{F}_{t-1} \) has been defined, such that \( \xi_0, \ldots, \xi_{t-1} \) are uniformly bounded on \( D_{t-1,n} \), so that \( \mathbb{P}[D_{t-1,n}] > 1 - \frac{1}{n} \), and that \( \mathbb{E}[(\xi_0 + \ldots + \xi_{t-1}), Z_T]|\chi_{D_{t-1,n}}] < \frac{1}{n} \). For the inductive step, it suffices to choose \( D_{t,n} \in \mathcal{F}_t \) contained in \( D_{t-1,n} \), such that \( \mathbb{P}[D_{t,n}] > 1 - \frac{1}{n} \), \( \xi_t \) is uniformly bounded on \( D_{t,n} \), and \( \mathbb{E}[(\xi_0 + \ldots + \xi_{t-1}), Z_T]|\chi_{D_{t,n}}] < \frac{1}{n} \). Note that \( \mathbb{E}[(\xi_t, Z_T)|\chi_{D_{t,n}}] \leq 0 \), which readily shows that \( D_{t,n} \) satisfies the inductive hypothesis. After finitely many steps we arrive at \( D_n := D_{T,n} \) such that \( \mathbb{E}[(f, Z_T)|\chi_{D_n}] < \frac{1}{n} \), which proves (23) and (22).

Summing up, we have shown the implication (SCP) \( \Rightarrow \) (NA').
Remark 2.2 It is worth noting that we have shown an additional feature in the above proof of Theorem 1.7. Indeed, for any given $\mathcal{F}_T$-measurable function $\varphi : \Omega \rightarrow [0, 1]$ the consistent price process $(Z_t)_{t=0}^T$ may be chosen such that (17) is satisfied. For example, taking $\varphi \equiv 1$, we may choose the process to be uniformly bounded. In section 4 we shall also consider less trivial choices for $\varphi$.

We also remark for later use that, in the course of the above proof, we have shown the following result:

**Lemma 2.3** Suppose that the bid-ask process $(\Sigma_t)_{t=0}^T$ satisfies the robust no arbitrage condition $(\text{NA}')$, and let $\varphi$ and $\psi$ be as above. Suppose that $g \in L^\infty(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d \setminus \{0\})$ satisfies $g|_{A_t \cap L^1_0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)} \leq 0$.

Defining $Z_t = \mathbb{E}[g|\mathcal{F}_t]$, for $t = 0, \ldots, T$, we then have that $(Z_t)_{t=0}^T$ is a consistent price process for $(\Sigma_t)_{t=0}^T$. ■

**Remark 2.4** One more remark for later use: we have shown in the last part of Theorem 1.7 shows in fact that, for $(\Sigma_t)_{t=0}^T$ satisfying $(\text{NA}')$, $f \in A_T$, and a consistent price process $(Z_t)_{t=0}^T$ such that the negative part $(f, Z_T)_-$ of the random variable $(f, Z_T)$ is integrable, we have

$$\mathbb{E}[(f, Z_T)] \leq 0,$$

which implies in particular that the positive part $(f, Z_T)_+$ is integrable too.

The rest of the section is devoted to the proof of Theorem 2.1.

We fix the $d \times d$ bid-ask process $(\Sigma_t)_{t=0}^T$, based on and adapted to $(\Omega, (\mathcal{F}_t)_{t=0}^T, \mathbb{P})$, and denote by $\mathcal{A}$ the set of all self-financing processes $(\vartheta_t)_{t=0}^T$, considered as a subset of the topological vector space $\mathcal{E} = \mathbb{R}^d \times L^0(\Omega, \mathcal{F}_1, \mathbb{P}; \mathbb{R}^d) \times \ldots \times L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)$. Note that $A_t$ equals the projection of $\mathcal{A}$ onto the $t$'th coordinate of $\mathcal{E}$. By $\mathcal{N}$ we denote the subset of $\mathcal{E}$ formed by the increments $(\xi_t)_{t=0}^T = (\vartheta_t - \vartheta_{t-1})_{t=0}^T$ of those self-financing processes $(\vartheta_t)_{t=0}^T$ such that $\vartheta_T \equiv 0$.

**Lemma 2.5** Let $\Sigma$ and $\widetilde{\Sigma}$ be bid-ask matrices such that $\widetilde{\Sigma}$ has smaller bid-ask spreads than $\Sigma$. Let $v \in K(\Sigma) \setminus F(\Sigma)$, where $K(\Sigma)$ denotes the solvency cone $K(\Sigma)$, and $F(\Sigma)$ the space of portfolios exchangeable to zero associated to $\Sigma$.

Then $v$ is in the interior of the solvency cone $K(\Sigma)$. Hence there is $\varepsilon > 0$, such that $v - \varepsilon 1 \in K(\widetilde{\Sigma})$, where $1 = (e^1 + \ldots + e^d) ^ {\mathbb{R}^d}$.

**Proof** By the definition of $K(\Sigma)$, there are non-negative scalars $a_{ij}$ and $b^i$, such that

$$v = \sum_{i,j} a_{ij}(\sigma_{ij} e^j - e^i) + \sum_i b^i e^i. \quad (25)$$

If $b^i \neq 0$, for some $1 \leq i \leq d$, then $v$ is in the interior of $K(\Sigma)$. Hence we may suppose that each $b^i$ equal zero.
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If, for all pairs \( i \neq j \) such that \( a_{ij} > 0 \), we have \( \sigma^{ij} \sigma^{ji} = 1 \), then \( v \in F(\Sigma) \), which we excluded by hypothesis. Therefore there is some \( i_0, j_0 \) such that \( a_{i_0 j_0} > 0 \) and \( \sigma^{i_0 j_0} < \sigma^{i_0 j_0} \). Hence

\[
\tilde{v} = \sum_{i,j} a_{ij} (\sigma_{ij} e^i - e^j)
\]

is an element of \( K(\Sigma) \) such that

\[
v - \tilde{v} \geq a_{i_0 j_0} (\sigma_{i_0 j_0} - \sigma^{i_0 j_0}) e^{i_0}
\]

where \( \geq \) denotes the natural order, and \( e^{i_0} \) the \( i_0 \)-th unit vector in \( \mathbb{R}^d \). As \( K(\Sigma) \) contains \( \mathbb{R}^d \setminus \{0\} \) in its interior, this implies that \( v \) is in the interior of \( K(\Sigma) \).

The final assertion of the lemma is obvious. ■

The subsequent lemma will be crucial for the proof of Theorem 2.1.

**Lemma 2.6** If \( (\Sigma_t)_{t=0}^T \) satisfies the robust no arbitrage condition \((NA')\), the set \( \mathcal{N} \) is a closed vector subspace of \( \mathcal{E} = \mathbb{R}^d \times L^0(\Omega, \mathcal{F}_1, \mathbb{P}; \mathbb{R}^d) \times \ldots \times L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \).

**Proof** Fix \( (\xi_t)_{t=0}^T \in \mathcal{N} \). By definition we have \( \xi_t(\omega) \in -K_t(\omega) \) a.s., for \( t = 0, \ldots, T \). We claim that, in fact, \( \xi_t(\omega) \in F_t(\omega) \) a.s., for \( t = 0, \ldots, T \). Indeed, let \( \tau \) equal the stopping time

\[
\tau = \min\{t : -\xi_t \in K_t \setminus F_t\}
\]

and assume that the event \( \{\tau < \infty\} \) has strictly positive measure.

Let \( (\tilde{\Sigma}_t)_{t=0}^T \) be a bid-ask process with smaller bid-ask spreads than \( (\Sigma_t)_{t=0}^T \), satisfying \((NA')\), and define the portfolio process \( (\tilde{\vartheta}_t)_{t=0}^T \) with increments \( \tilde{\vartheta}_t = \tilde{\vartheta}_t - \tilde{v}_{t-1} \) in the following way

\[
\tilde{\vartheta}_t = \begin{cases} 
\xi_t & \text{for } t \neq \tau \\
\xi_t + \varepsilon_t 1 & \text{for } t = \tau
\end{cases}
\]

where \( \varepsilon_t = \varepsilon_t(\omega) \) is the largest number such that \( \xi_t(\omega) + \varepsilon_t(\omega) 1 \in -K(\tilde{\Sigma}_t(\omega)) \). It follows from Lemma 2.5 that \( \varepsilon_t(\omega) > 0 \) on \( \{\tau = t\} \). Obviously, for \( t = 0, \ldots, T \), the map \( \omega \mapsto \varepsilon_t(\omega) \) is well defined, finitely valued and \( \mathcal{F}_t \)-measurable.

Hence \( (\tilde{\vartheta}_t)_{t=0}^T = (\xi_0 + \ldots + \xi_t)_{t=0}^T \) is a self-financing portfolio process with respect to \( (\tilde{\Sigma}_t)_{t=0}^T \), yielding an arbitrage as \( \vartheta_T \geq \sum_{t=0}^T \varepsilon_t 1_{\chi_{\tau=\tau}} \). Hence, each \( (\tilde{\Sigma}_t)_{t=0}^T \) with smaller bid-ask spreads than \( (\Sigma_t)_{t=0}^T \) violates \((NA)\), a contradiction to the robust no arbitrage assumption.

For portfolio processes \( \vartheta', \vartheta'' \in \mathcal{N} \) and scalars \( \lambda', \lambda'' \), we therefore have \( \lambda' \vartheta' + \lambda'' \vartheta'' \in \mathcal{N} \), i.e., \( \mathcal{N} \) is a vector space. The fact, that this space is closed in \( \mathcal{E} \), now follows from the fact, that each \( F_t(\omega) \) is a closed subspace of \( \mathbb{R}^d \). ■

The preceding lemma allows us to follow the same strategy as in [S 92] for the proof of Theorem 2.1, which we briefly recall: we say that two self-financing portfolio processes \( \vartheta^1, \vartheta^2 \in \mathcal{A} \) are equivalent, if \( (\xi_t)_{t=0}^T := ((\xi^1_t - \xi^2_t)_{t=0}^T = ((\vartheta^1_t - \vartheta^1_{t-1}) - (\vartheta^2_t - \vartheta^2_{t-1}))_{t=0}^T \) is in \( \mathcal{N} \). The preceding lemma implies that this terminology is justified, i.e., that this is indeed an equivalence relation. Hence we may define the quotient space of \( \mathcal{A} \) with respect to this equivalence relation. We may identify it with some properly chosen convex cone \( \mathcal{N} \subset \mathcal{A} \) of representants of these equivalence classes, which are in some sense “orthogonal to \( \mathcal{N} \)”. This allows us to select, for each \( \vartheta_T \in A_T \), a unique process \( (\vartheta_0, \ldots, \vartheta_T) \in \mathcal{N} \).
This selection will turn out to be an isomorphism with respect to the topology of convergence in measure, which will eventually imply that $A_T$ is closed in $L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)$, which is the assertion of Theorem 2.1.

To be more concrete, we first show the proof of Theorem 2.1 in the (easy) one-period case $T = 1$, so that the reader can get a clearer picture — in a less abstract wording — of what we have in mind.

Let $(\Sigma_t)_{t=0}^1$ be a bid-ask process adapted to $(\Omega, (\mathcal{F}_t)_{t=0}^1, \mathbb{P})$. Recall that we assumed $\mathcal{F}_0$ to be trivial. Let $(\vartheta_0^n, \vartheta_1^n)_{n=1}^\infty$ be a sequence of self-financing portfolio processes such that $\vartheta_1^n(\omega)$ converges a.s. to a random variable $\vartheta_1(\omega)$. We want to show that there is some $\vartheta_0 \in \mathbb{R}^d$ such that $(\vartheta_0, \vartheta_1)$ is self-financing.

If $(\vartheta_0^n)_{n=1}^\infty$ converges in $\mathbb{R}^d$, then we clearly may choose $\vartheta_0$ to be this limit. The crux is that, in general, there is no reason why $(\vartheta_0^n)_{n=1}^\infty$ should converge, or even be bounded.

One way to circumvent this difficulty goes as follows: denote by $\mathcal{N}_0$ the subset of $\mathbb{R}^d$ which is the projection of $\mathcal{N} \subseteq \mathbb{R}^d \times L^0(\Omega, \mathcal{F}_1, \mathbb{P}; \mathbb{R}^d)$ onto the first coordinate. In other words, $\mathcal{N}_0$ consists of the vectors $\xi \in \mathbb{R}^d$, such that $(\vartheta_1, \vartheta_2) := (\xi, 0)$ is self-financing. By Lemma 2.6 we know that $\mathcal{N}_0$ is a linear sub-space of $\mathbb{R}^d$, and we therefore may define the orthogonal projection $\pi_0$, mapping $\mathbb{R}^d$ onto the orthogonal complement $\mathcal{N}_0^\perp$ of $\mathcal{N}_0$.

Hence we may replace the original sequence $(\vartheta_0^n, \vartheta_1^n)_{n=1}^\infty$ by $(\pi_0(\vartheta_0^n), \vartheta_1^n)_{n=1}^\infty$, which still is a sequence of self-financing portfolio processes. We now claim that $(\pi_0(\vartheta_0^n))_{n=1}^\infty$ is bounded in $\mathbb{R}^d$. Indeed, if this were not the case, we could pass to a subsequence, still denoted by $(\pi_0(\vartheta_0^n))_{n=1}^\infty$ such that $\lim_{n \to \infty} ||\pi_0(\vartheta_0^n)|| = \infty$. Define $(\eta_0^n, \eta_1^n)_{n=1}^\infty := (\pi_0(\vartheta_0^n), \vartheta_1^n)_{n=1}^\infty$, to obtain a sequence of self-financing portfolio processes, such that $(\eta_1^n)_{n=1}^\infty$ converges a.s. to zero. By passing again to a subsequence, we may assume that $(\eta_0^n)_{n=1}^\infty$ converges to some $\eta_0$ in the unit sphere of $\mathbb{R}^d$, which readily implies that $(\eta_0, 0)$ is a self-financing strategy. Hence $\eta_0 \in \mathcal{N}_0$. On the other hand, each $\eta_0^n$ and therefore also $\eta_0$ is in $\mathcal{N}_0^\perp$, which yields a contradiction, showing that $(\pi_0(\vartheta_0^n))_{n=1}^\infty$ is bounded. By passing once more to a subsequence, we may find a limit $\vartheta_0 \in \mathbb{R}^d$ of this sequence, and $(\vartheta_0, \vartheta_1)$ then is the desired self-financing portfolio process.

The above argument shows the idea of the proof of Theorem 2.1 (which was already used in [S92]). To extend the above argument from the case $T = 1$ to the case $T \geq 2$, we only have to add some — admittedly cumbersome — technical machinery, but no additional conceptual idea.

We now pass to the proof of Theorem 2.1 in the general case: for $0 \leq t \leq T$, we denote by $\mathcal{N}_t$ the subset of elements $\xi_t = \vartheta_t$ in $L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d)$, such that $\vartheta_t$ may be extended into a self-financing portfolio of the form $(0, \ldots, 0, \vartheta_t, \vartheta_{t+1}, \ldots, \vartheta_{T-1}, 0)$. By the preceding lemma, $\mathcal{N}_t$ is a linear subspace of $L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d)$. The space $\mathcal{N}_t$ satisfies the assumptions of Lemma A.4, so that there is an a.s. unique $\mathcal{F}_t$-mesurable map $\omega \mapsto N_t(\omega)$ taking its values in the subspaces of $\mathbb{R}^d$, such that $\vartheta_t \in \mathcal{N}_t$ iff $\vartheta_t(\omega) \in N_t(\omega)$ almost surely. Obviously $N_t(\omega)$ is a.s. a subspace of $\mathcal{F}_t(\omega)$.

For fixed $\omega \in \Omega$ and $0 \leq t \leq T$, denote by $\pi_{N_t(\omega)}$ the orthogonal projection, mapping $\mathbb{R}^d$ onto the orthogonal complement $N_t^\perp(\omega)$ of $N_t(\omega)$. We define the continuous, linear projection $\pi_t$ on $L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d)$, by applying the projections $\pi_{N_t(\omega)}$ in a pointwise way, i.e.,

$$\pi_t(\vartheta_t)(\omega) = \pi_{N_t(\omega)}(\vartheta_t(\omega)), \quad \text{for} \quad \vartheta_t \in L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d). \quad (30)$$
Clearly \( \ker(\pi_t) = \mathcal{N}_t \) and we write \( \mathcal{N}_t^\perp \) for the subspace \( \text{Im}(\pi_t) \) of \( L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d) \), and \( \mathcal{N}^\perp \) for the subspace \( \mathcal{N}_0^\perp \times \mathcal{N}_1^\perp \times \ldots \times \mathcal{N}_T^\perp \) of \( \mathcal{E} \).

For \( t = 0, \ldots, T \), we denote by \( \mathcal{N}_{0,\ldots,t} \) the projection of \( \mathcal{N} \) onto the first \( t+1 \) coordinates. Obviously \( \mathcal{N}_{0,\ldots,t} \) consists of those elements \( (\xi_0, \ldots, \xi_t) \in \mathbb{R}^d \times \ldots \times L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d) \), for which there are increments \( (\tilde{\xi}_{t+1}, \ldots, \tilde{\xi}_T) \), such that \( (\xi_0, \ldots, \xi_t, \tilde{\xi}_{t+1}, \ldots, \tilde{\xi}_T) \in \mathcal{N} \).

We define \( \varphi_t : \mathcal{N}_{0,\ldots,t-1} \rightarrow L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}^d) \) in the following way: for \( (\xi_0, \ldots, \xi_{t-1}) \in \mathcal{N}_{0,\ldots,t-1} \) let \( (\xi_0, \ldots, \xi_{t-1}, \tilde{\xi}_{t+1}, \ldots, \tilde{\xi}_T) \) be an arbitrary element in \( \mathcal{N} \) extending \( (\xi_0, \ldots, \xi_{t-1}) \), and define

\[
\varphi_t(\xi_0, \ldots, \xi_{t-1}) := \pi_t(\tilde{\xi}_t). \tag{31}
\]

One readily verifies that this definition is independent of the choice of the extending sequence \( (\tilde{\xi}_t, \ldots, \tilde{\xi}_T) \) and defines a linear map \( \varphi_t \), taking its values in \( \mathcal{N}_t^\perp \).

We mention in passing, that it is not hard to show that \( \varphi_t \), and therefore also the map \( \pi : \mathcal{E} \rightarrow \mathcal{E} \) defined below, is continuous with respect to the topology of convergence in measure (compare the proof of Lemma A.4 below). As we shall not need this fact, we do not give the proof.

Observe that, for \( (\xi_0, \ldots, \xi_{t-1}) \in \mathcal{N}_{0,\ldots,t-1} \), there is some extension of the form \( (\xi_0, \ldots, \xi_{t-1}, \varphi_t(\xi_0, \ldots, \xi_{t-1}), \tilde{\xi}_{t+1}, \ldots, \tilde{\xi}_T) \in \mathcal{N} \). Also note, that for \( (\xi_0, \ldots, \xi_{T-1}) \in \mathcal{N}_{0,\ldots,T-1} \) we have \( \varphi_T(\xi_0, \ldots, \xi_{T-1}) = (\xi_0 + \ldots + \xi_{T-1}) \).

Finally we define the map \( \pi \) from \( \mathcal{E} = \mathbb{R}^d \times \ldots \times L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \) onto itself by defining inductively the elements \( (\tilde{\xi}_0, \ldots, \tilde{\xi}_T) = \pi(\xi_0, \ldots, \xi_T) \):

\[
\begin{align*}
\tilde{\xi}_0 &= \pi_0(\xi_0), \\
\tilde{\xi}_1 &= \pi_1(\xi_1) - \varphi_1(\xi_0 - \tilde{\xi}_0), \\
&\vdots \\
\tilde{\xi}_t &= \pi_t(\xi_t) - \varphi_t((\xi_0, \ldots, \xi_{t-1}) - (\tilde{\xi}_0, \ldots, \tilde{\xi}_{t-1})), \\
&\vdots \\
\tilde{\xi}_T &= \pi_T(\xi_T) - \varphi_T((\xi_0, \ldots, \xi_{T-1}) - (\tilde{\xi}_0, \ldots, \tilde{\xi}_{T-1})) \\
&= \xi_T + (\xi_0 + \ldots + \xi_{T-1}) - (\tilde{\xi}_0 + \ldots + \tilde{\xi}_{T-1}).
\end{align*}
\]

**Lemma 2.7** The map \( \pi : \mathcal{E} \rightarrow \mathcal{E} \) is a linear map with \( \ker(\pi) = \mathcal{N} \) and \( \text{Im}(\pi) = \mathcal{N}^\perp = \mathcal{N}_0^\perp \times \mathcal{N}_1^\perp \times \ldots \times \mathcal{N}_T^\perp \).

**Proof** The fact, that the map \( \pi \) is linear, follows from the fact that we have written each of its coordinates as the composition of linear maps.

To see that \( \mathcal{N} \subseteq \ker(\pi) \), fix \( (\xi_0, \ldots, \xi_T) \in \mathcal{N} \), and let us verify inductively that \( \tilde{\xi}_0 = 0, \tilde{\xi}_1 = 0, \ldots, \tilde{\xi}_T = 0 \). This is obvious for \( \tilde{\xi}_0 \). Suppose we know that \( \tilde{\xi}_0 = \ldots = \tilde{\xi}_{t-1} = 0 \). Then on one hand side

\[
(\xi_0, \ldots, \xi_{t-1}, \xi_t, \ldots, \xi_T) \in \mathcal{N}. \tag{33}
\]

On the other hand, we may find \( (\tilde{\xi}_{t+1}, \ldots, \tilde{\xi}_T) \) such that

\[
(\xi_0, \ldots, \xi_{t-1}, \varphi_t(\xi_0, \ldots, \xi_{t-1}), \tilde{\xi}_{t+1}, \ldots, \tilde{\xi}_T) \in \mathcal{N}. \tag{34}
\]

Hence

\[
(0, \ldots, 0, \xi_t - \varphi_t(\xi_0, \ldots, \xi_{t-1}), \xi_{t+1} - \tilde{\xi}_{t+1}, \ldots, \xi_T - \tilde{\xi}_T) \in \mathcal{N}, \tag{35}
\]
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and therefore
\[ \xi_t - \varphi_t(\xi_0, \ldots, \xi_{t-1}) \in \mathcal{N}_t, \]
so that
\[ \pi_t(\xi_t - \varphi_t(\xi_0, \ldots, \xi_{t-1})) = \pi_t(\xi_t) - \varphi_t(\xi_0, \ldots, \xi_{t-1}) = 0, \]
which shows that \( \bar{\xi}_t = 0 \).

Next we verify that, for \( (\xi_0, \ldots, \xi_T) \in \mathcal{N}^\perp = \mathcal{N}_0^\perp \times \mathcal{N}_1^\perp \times \cdots \times \mathcal{N}_T^\perp \), we have
\[ \pi(\xi_0, \ldots, \xi_T) = (\xi_0, \ldots, \xi_T). \]
This is done by an inductive argument similar as above, and therefore skipped.

Finally observe that the vector spaces \( \mathcal{N} \) and \( \mathcal{N}^\perp \) linearly span \( \mathcal{E} = \mathbb{R}^d \times \cdots \times L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \). Hence \( \pi \) is a projection onto \( \mathcal{N}^\perp \) with \( \ker(\pi) = \mathcal{N} \). ■

**Proof of Theorem 2.1** Let \( (\vartheta_0^n, \ldots, \vartheta_T^n) \) be a sequence of self-financing portfolio processes such that \( \vartheta_T^n \) converges to some \( \vartheta_T \) in the topology of \( L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \), i.e., with respect to convergence in measure. We have to show that there is a self-financing portfolio process of the form \( (\vartheta_0, \ldots, \vartheta_T) \).

By passing to a subsequence we may and do assume that \( (\vartheta_T^n)_{n=1}^\infty \) a.s. converges to \( \vartheta_T \).

Denote by \( (\xi_0^n, \ldots, \xi_T^n)_{n=1}^\infty \) the sequence of increments \( (\vartheta_0^n, \vartheta_1^n - \vartheta_0^n, \ldots, \vartheta_T^n - \vartheta_T^{n-1})_{n=1}^\infty \), and let
\[ (\bar{\xi}_0^n, \ldots, \bar{\xi}_T^n) = \pi(\xi_0^n, \ldots, \xi_T^n), \]
where the projection \( \pi : \mathcal{E} \to \mathcal{E} \) is given by the preceding lemma. Clearly \( (\bar{\xi}_0^n, \ldots, \bar{\xi}_T^n)_{n=1}^\infty \) is a sequence of increments of self-financing portfolio processes such that \( \vartheta_T^n = \xi_0^n + \cdots + \xi_T^n \) for each \( n \in \mathbb{N} \).

To alleviate notation we still write \( (\xi_0^n, \ldots, \xi_T^n) \) for \( (\bar{\xi}_0^n, \ldots, \bar{\xi}_T^n) \), i.e., we assume w.l.o.g. that the sequence \( (\xi_0^n, \ldots, \xi_T^n) \) is in \( \mathcal{N}^\perp \).

**Claim 1** For each \( t = 0, \ldots, T \), we have
\[ \limsup_{n \to \infty} \| \xi_t^n \|_{\mathbb{R}^d} < \infty, \quad \text{a.s.} \] (39)

Admitting claim 1 for a moment, we can finish the proof by the following inductive argument. For \( t = 0 \), we extract an increasing sequence \( (\tau_0^k)_{k=1}^\infty \) such that the sequence of vectors \( (\xi_0^{\tau_0^k})_{k=1}^\infty \) in \( \mathbb{R}^d \) converges to some \( \xi_0 \in \mathbb{R}^d \). We have used the strange notation \( (\tau_0^k)_{k=1}^\infty \) to denote a (deterministic) increasing sequence \( (n_k)_{k=1}^\infty = (\tau_0^k)_{k=1}^\infty \), as we shall need the more general notion of increasing random sequences (defined and discussed in the appendix) in the subsequent induction steps.

For the formulation of the induction hypothesis, fix \( 1 \leq t \leq T \), and suppose that there has been defined an \( \mathcal{F}_{t-1} \)-measurable increasing random sequence \( (\tau_k^{t-1})_{k=1}^\infty \) and an adapted process \( (\xi_0, \ldots, \xi_{t-1}) \), such that, for \( 0 \leq i \leq t - 1 \), we have \( \xi_i = \lim_{k \to \infty} \xi_i^{\tau_k^{t-1}} \) almost surely.

For the induction step we use (39) and Lemma A.2 to find an \( \mathcal{F}_t \)-measurable increasing random subsequence \( (\tau_k^t)_{k=1}^\infty \) of \( (\tau_k^{t-1})_{k=1}^\infty \), such that \( (\xi_t^{\tau_k^t})_{k=1}^\infty \) converges a.s. to some \( \mathcal{F}_t \)-measurable random variable \( \xi_t \). This completes the inductive step.

Doing the induction for \( t = 0, \ldots, T \), we obtain the increments \( (\xi_0, \ldots, \xi_T) \) of a process \( \vartheta = (\vartheta_0, \ldots, \vartheta_T) \). It is straightforward to verify that \( \vartheta \) is a self-financing portfolio process.
such that, for its $T$-th coordinate we have $\bar{\vartheta}_T = \lim_{n \to \infty} \vartheta_T^n$ almost surely. This finishes the proof of Theorem 2.1.

We still have to prove claim 1. To do so we formulate a second claim.

**Claim 2** Suppose that $(\vartheta_T^0, \ldots, \vartheta_T^n)_{n=1}^\infty$ is a sequence of self-financing processes with increments $(\zeta_T^0, \ldots, \zeta_T^n) \in N^\perp$ such that $(\vartheta_T^n)_{n=1}^\infty$ is a.s. bounded and (39) fails.

Then there exists a sequence $(\eta_0^n, \ldots, \eta_T^n)_{n=1}^\infty$ of self-financing processes with increments $(\zeta_0^n, \ldots, \zeta_T^n)_{n=1}^\infty \in N^\perp$ such that

(i) $\limsup_{n \to \infty} \|\zeta_T^n\| < \infty$ a.s., for $0 \leq t \leq T$,

(ii) $\mathbb{P}[\limsup_{n \to \infty} \|\zeta_T^n\|_{\mathbb{R}^d} > 0] > 0$, for some $t \in \{0, \ldots, T\}$,

(iii) $\lim_{n \to \infty} \eta_T^n = 0$ a.s.

To verify Claim 2 let $t_0$ be the smallest $t \in \{0, \ldots, T\}$ such that (39) fails. Define $A_{t_0} = \{\limsup_{n \to \infty} \|\zeta_T^n\| = \infty\}$ and define $(\zeta_T^n)_{t=0}^T$ by letting $\zeta_T^n(\omega) = 0$ if either $0 \leq t < t_0$ or $\omega \not\in A_{t_0}$. To define the remaining values of $(\zeta_T^n)_{t=0}^T$ we proceed as follows.

Use Lemma A.2 to find an $\mathcal{F}_{t_0}$-measurable increasing random sequence $(\tau_n)_{n=1}^\infty$ such that, for a.e. $\omega \in A_{t_0}$, we have $\zeta_{t_0}^{\tau_n(\omega)}(\omega) \neq 0$ for all $n$, and

$$\lim_{n \to \infty} \|\zeta_{t_0}^{\tau_n(\omega)}(\omega)\|_{\mathbb{R}^d} = \infty. \quad (40)$$

Defining

$$\zeta_t^n(\omega) = \frac{\zeta_{t_0}^{\tau_n(\omega)}(\omega)}{\|\zeta_{t_0}^{\tau_n(\omega)}(\omega)\|_{\mathbb{R}^d}}, \quad \text{for } 0 \leq t \leq T, \omega \in A_{t_0}, \quad (41)$$

we have found a sequence $(\zeta_0^n, \ldots, \zeta_T^n)_{n=1}^\infty$ in $N^\perp$, such that (ii) and (iii) are satisfied and (i) holds true for $0 \leq t \leq t_0$.

Repeating this construction finitely many times, we finally arrive at a sequence of processes, still denoted by $(\zeta_0^n, \ldots, \zeta_T^n)_{n=1}^\infty$ in $N^\perp$ satisfying (i), (ii) and (iii).

Having proved Claim 2 we shall now show that the negation of Claim 1 leads to a contradiction.

Indeed, we then may find $(\zeta_0^n, \ldots, \zeta_T^n)_{n=1}^\infty \in N^\perp$ as in Claim 2. Let $t_0$ be the smallest $t \in \{0, \ldots, T\}$ such that the probability in (ii) is strictly positive, and apply again Lemma A.2 to find an $\mathcal{F}_{t_0}$-measurable increasing random sequence $(\tau_k)_{k=1}^\infty$ such that

$$\zeta_{t_0} := \lim_{k \to \infty} \zeta_{t_0}^{\tau_k}, \quad (42)$$

exists and satisfies $\|\zeta_{t_0}\|_{\mathbb{R}^d} = \limsup_{n \to \infty} \|\zeta_t^n\|_{\mathbb{R}^d}$, almost surely. Choose inductively sub-sequences $(\tau_k)_{k=1}^\infty$, for $t_0 < t \leq T$, similarly as after (39) above, such that

$$\zeta_t := \lim_{k \to \infty} \zeta_t^{\tau_k}, \quad \text{for } t_0 < t \leq T \quad (43)$$

exists almost surely.

Defining $\zeta_t(\omega)$ to equal zero for $t = 0, \ldots, t_0 - 1$, we find the increments of a self-financing process $(\eta_T^n)_{t=0}^T$ such that $\eta_0 = \ldots = \eta_{t_0-1} = \eta_T = 0$. Clearly $(\zeta_t^n)_{t=0}^T \in N^\perp$, whence $\zeta_{t_0} \in N_{t_0}^\perp$ almost surely. On the other hand, by the definition of $N$ we have $\zeta_{t_0} \in N_{t_0}^\perp$ almost surely, a contradiction to $\mathbb{P}[\zeta_{t_0} \neq 0] > 0$, finishing the proof. $\blacksquare$
Remark 2.8 An inspection of the proof of Theorem 2.1 reveals that we only used the assumption that $\mathcal{N}$ is a linear space. Hence we have proved the following “very abstract” version of Theorem 2.1, which may be formulated without using the word arbitrage:

Let $(\Sigma_t)_{t=0}^T$ be a bid ask process such that the set $\mathcal{N}$, defined in the paragraph preceding Lemma 2.7, is a linear space. Then $A_T$ is closed in $L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)$.

The fact that $\mathcal{N}$ is a linear space may sometimes be deduced from other assumptions than (NA'): for example, assuming, as in [KRS01], that $(\Sigma_t)_{t=0}^T$ satisfies (NA') and the “efficient friction” hypothesis (EF), it is straightforward to verify that $\mathcal{N}$ is reduced to $\{0\}$. Hence the above proof (in a simplified version) also applies to this setting, to show that $A_T$ is closed in $L^0$, as was established in [KRS01].

3 A Counter-Example

In this section we shall show that the notions (NA) of no arbitrage and (NA') of no arbitrage in the strict sense are not sufficiently strong to yield a version of the Fundamental Theorem of Asset Pricing in the present context.

Example 3.1 For $d = 4$ and $T = 1$, there is an $\mathbb{R}^d$-valued bid-ask process $(\Sigma_t)_{t=0}^1$ satisfying (NA), i.e., verifying $A_T \cap L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) = \{0\}$, but such that

$$\overline{A}_T \cap L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \not\supset \{0\},$$

where $\overline{A}_T$ denotes the closure of $A_T$ with respect to convergence in measure.

Proof The underlying probability space $\Omega$ is chosen to be countable; we write it as $\Omega = \{\omega_0, \omega_1, \ldots, \omega_n, \ldots\}$. The sigma-algebra $\mathcal{F}_0$ is trivial, i.e., $\mathcal{F}_0 = \{\emptyset, \Omega\}$, while $\mathcal{F}_1$ equals the power set of $\Omega$. For $\mathbb{P}$ we choose any probability measure on $\mathcal{F}_1$ assigning strictly positive weight to each $\omega \in \Omega$, e.g., $\mathbb{P}[\omega_n] = 2^{-(n+1)}$.

We now define the bid-ask matrices $\Sigma_0$ and $\Sigma_1(\omega)$: on the diagonal these $4 \times 4$ matrices all have entries equal to one, which will not further be mentioned. To define the off-diagonal elements, fix $1 > \varepsilon > 0$.

- $\Sigma_0$: For the bid-ask matrix $\Sigma_0$, we let $\sigma_{0i}^{21} = \sigma_{0i}^{43} = 1$, while $\sigma_{0j}^{ij} = 1 + \varepsilon$, for all other pairs $1 \leq i \neq j \leq 4$.

- An economic interpretation goes as follows: the vector $w = (1, 1, 1, 1)$ defines a consistent price system for $\Sigma_0$. Fixing this price system, the exchange of one unit of asset 2 into one unit of asset 1 (and, similarly, of one unit of asset 4 into one unit of asset 3) may be done without transaction cost, while, for all other exchanges, transaction costs with a proportionality factor $\varepsilon$ have to be paid.

- The solvency cone $K_0 = K(\Sigma_0)$ is generated by $e^1, e^2, e^3, e^4, (e^2 - e^1), (e^4 - e^3)$ and $((1 + \varepsilon)e^i - e^j)$ for the other pairs $i \neq j$.

- $\Sigma_1$: The bid-ask matrix $\Sigma_1$ depends on $\omega_n \in \Omega$.

  - For $n = 0$ let $\sigma_{1i}^{44}(\omega_0) = \frac{1}{2}$ and $\sigma_{1i}^{4i}(\omega_0) = 2$, for $i = 1, 2, 3$, and $\sigma_{1i}^{ij}(\omega_0) = 1$, for $1 \leq i \neq j \leq 3$.

  - For $n = 1$, let $\sigma_{1i}^{ij}(\omega_1) = 1$, for $1 \leq i \neq j \leq 4$.

Note that $\Sigma_1(\omega_0)$ and $\Sigma_1(\omega_1)$ are frictionless bid-ask matrices with unique (up to a multiplicative factor) consistent price systems $(1, 1, 1, \frac{1}{2})$ and $(1, 1, 1, 1)$ respectively.
For \( n \geq 2 \), let \( \sigma_1^{14}(\omega_n) = n, \sigma_1^{12}(\omega_n) = \frac{1}{n}; \sigma_1^{22}(\omega_n) = n, \sigma_1^{32}(\omega_n) = \frac{1}{n}; \sigma_1^{43}(\omega_n) = 1, \sigma_3^{34}(\omega_n) = 1 + \varepsilon; \) this well-defines \( \sigma_i^{ij}(\omega_n) \) for all other pairs \( 1 \leq i \neq j \leq d \) via
\[
\sigma_i^{ij}(\omega_n) = \min\{\sigma_1^{ii}(\omega_n)\sigma_1^{i1}(\omega_n)\ldots\sigma_1^{i,j}(\omega_n)\},
\]
where the min is taken over all \( k \geq 0 \) and all sequences of the form \( \{i, i_1, \ldots, i_k, j\} \), similarly as in (1) above.

We thus have defined the bid-ask process \( \Sigma_t^1 \). The idea behind the above definition is best described by the construction of the following sequence \( (\xi_0^N, \xi_N^N)_{N=1}^\infty \) of increments of self-financing portfolio processes, which might be called a “free lunch”, i.e., a sequence of portfolio processes approximating an arbitrage.

For \( t = 0 \), define
\[
\xi_0^N = N(e^1 - e^2) + (e^3 - e^4) \in -K(\Sigma_0).
\]

For \( t = 1 \) we distinguish four cases:

- For \( n = 0 \), let
  \[
  \xi_1^N(\omega_0) = -N(e^1 - e^2) - \left( \frac{e^3}{2} - e^4 \right) \in -K(\Sigma_1(\omega_0)),
  \]

- For \( n = 1 \), let
  \[
  \xi_1^N(\omega_1) = -N(e^1 - e^2) - (e^3 - e^4) \in -K(\Sigma_1(\omega_1)),
  \]

- For \( 2 \leq n \leq N \), let
  \[
  \xi_1^N(\omega_n) = -\frac{N}{n}(ne^1 - e^4) - N\left(\frac{e^3}{n} - e^2\right) - \left(\frac{N}{n} - 1\right)(e^4 - e^3)
  \]
  \[
  = -N(e^1 - e^2) - (e^3 - e^4) \in -K(\Sigma_1(\omega_n)),
  \]

- And, for \( n > N \), let
  \[
  \xi_1^N(\omega_n) = -\frac{N}{n}(ne^1 - e^4) - N\left(\frac{e^3}{n} - e^2\right) - \frac{N}{n}(e^4 - e^3)
  \]
  \[
  = -N(e^1 - e^2) \in -K(\Sigma_1(\omega_n)).
  \]

It is elementary to calculate \( \vartheta_1^N = \xi_0^N + \xi_1^N \):
\[
\vartheta_1^N(\omega_n) = \begin{cases}
\frac{e^1}{2}, & \text{for } n = 0, \\
0, & \text{for } n = 1, \ldots, N, \\
(e^3 - e^4), & \text{for } n > N.
\end{cases}
\]

Hence the sequence of random variables \( (\vartheta_1^N)_{N=1}^\infty \) converges a.s. to the random variable \( \vartheta_1 \), which equals \( \vartheta_1(\omega_0) = \frac{e^1}{2} \), for \( n = 0 \), and \( \vartheta_1(\omega_n) = 0 \), for \( n \geq 1 \), which implies (44).

We still have to show that \( (\Sigma_t)_{t=0}^1 \) satisfies (NA). Fix the increments \( (\xi_0, \xi_1(\omega)) \) of a self-financing portfolio process \( (\vartheta_0, \vartheta_1(\omega)) = (\xi_0, \xi_0 + \xi_1(\omega)) \), such that \( \vartheta_1(\omega) \in \mathbb{R}_+^4 \), for all \( \omega \in \Omega \).

As a first step, we show that \( \xi_0 \) is in the convex cone generated by \( (e^1 - e^2) \) and \( (e^3 - e^4) \). Indeed, using the hypothesis \( \vartheta_1(\omega_1) \in \mathbb{R}_+^4 \), we must have \( \xi_0 \in -K(\Sigma_0) \cap K(\Sigma_1(\omega_1)) \). As the linear functional \( w = (1, 1, 1, 1) \) separates these two cones, it is straightforward to
verify that the intersection of these two cones equals the cone generated by \((e^1 - e^2)\) and \((e^3 - e^4)\).

As a second step, we show that \(\xi_0\) is, in fact, in the cone generated by \((e^1 - e^2)\). Indeed, suppose that \(\xi_0 = a(e^1 - e^2) + b(e^3 - e^4)\) with \(a \geq 0\) and \(b > 0\). We claim that, for \(n\) sufficiently large, \(\xi_0\) is not in \(K(\Sigma(\omega_n))\), which will give the desired contradiction. To verify this claim, observe that \(w_n = (\frac{1+n}{n}, \frac{1}{n}, 1 + \varepsilon)\) is non-negative on the vectors \((e^i)_{i=1}^4\) and \((\sigma_i^j(\omega_n)e^i - e^j)_{1 \leq i, j \leq d}\), which generate \(K(\Sigma(\omega_n))\), so that \(w_n\) is a consistent price system for \(\Sigma_1(\omega_n)\). On the other hand, for \(n\) large enough, we have \((a(e^1 - e^2) + b(e^3 - e^4), w_n) = \frac{a}{n} - \varepsilon b < 0\), which again gives a contradiction.

Hence the only candidates for \(\xi_0\) are the positive multiples of \((e^1 - e^2)\). Glancing at the definitions of \(\Sigma_1(\omega)\), one readily verifies that \((e^1 - e^2)\) is in the boundary of the solvency cone \(K(\Sigma(\omega_n))\), for each \(n \geq 0\), so that — up to a non-negative multiple — the only choice for \((\xi_0, \xi_1(\omega))\), such that \(\xi_0 + \xi_1(\omega) \in \mathbb{R}^1_+\), for all \(\omega \in \Omega\), is

\[
\xi_0 = e_1 - e_2, \quad \xi_1 = e_2 - e_1.
\]

This shows that \((\Sigma_1 t)_{t=0}^1\) satisfies the no arbitrage condition (NA), thus finishing the proof. ■

**Remark 3.2** The above example does not satisfy the strict no arbitrage condition (NA'). Indeed, \(\xi_0 := e^1 - e^2 \in A_1, \xi_0 \in K(\Sigma_1(\omega_n))\), for \(n \geq 0\), but, for \(n \geq 2\), \(\xi_0\) is not in the space \(F(\Sigma_1(\omega_n))\) of “portfolios exchangeable to zero”, which is in contradiction to condition (NA'): it is indeed a crucial feature of the above construction that \(e^1 - e^2 \in K(\Sigma_1(\omega_n))\), for all \(n \geq 0\), but \(-(e^1 - e^2) \not\in K(\Sigma_1(\omega_n))\), for \(n \geq 2\).

However, there is a very shallow trick to adapt the above example to apply to the case of strict no arbitrage (NA') too, by adding a fifth asset and one more time period.

**Example 3.3** For \(d = 5\) and \(T = 2\), there is an \(\mathbb{R}^d\)-valued bid-ask process \((\Sigma_t)_{t=0}^2\) satisfying the strict no arbitrage condition (NA'), but such that

\[
\overline{A}_T \cap L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d_+) \supset \{0\}.
\]

**Proof** We choose the same stochastic base \(\Omega = \{\omega_0, \omega_1, \ldots\}\) as above, let \(\mathcal{F}_2 = \mathcal{F}_1\) and adapt the previous Example 3.1, which we still denote by \((\Sigma_t)_{t=0}^1\), to define the \(5 \times 5\) matrices \((\Sigma_t)_{t=0}^2\).

For \(t = 0\), let \(\tilde{\sigma}_{0}^{ij} = \sigma_0^{ij}\), for \(1 \leq i, j \leq 4\), and let \(\tilde{\sigma}_{0}^{i5} = \tilde{\sigma}_{0}^{5i} = 1 + \varepsilon\), for all \(i = 1, \ldots, 4\).

For \(t = 1\) and \(n = 0\), define \(\tilde{\sigma}_{1}^{ij}(\omega_0) = \sigma_1^{ij}(\omega_0)\), for \(1 \leq i, j \leq 4\), and \(\tilde{\sigma}_{1}^{55}(\omega_0) = \tilde{\sigma}_{1}^{54}(\omega_0) = 1\), which defines \(\tilde{\Sigma}_1(\omega_0)\) via (45). Similarly, for \(t = 1\) and \(n = 1\), we let \(\tilde{\sigma}_{1}^{ij}(\omega_1) = 1\), for all \(1 \leq i, j \leq 5\).

For \(t = 1\) and \(n \geq 2\), we have to take a little more care: let again \(\tilde{\sigma}_{1}^{11}(\omega_n) = n, \tilde{\sigma}_{1}^{15}(\omega_n) = \frac{1}{n}; \tilde{\sigma}_{1}^{23}(\omega_n) = n, \tilde{\sigma}_{1}^{32}(\omega_n) = \frac{1}{n}\); but now we let \(\tilde{\sigma}_{1}^{43}(\omega_n) = \tilde{\sigma}_{1}^{34}(\omega_n) = 1 + \varepsilon\), while \(\tilde{\sigma}_{1}^{45}(\omega_n) = 1, \tilde{\sigma}_{1}^{54}(\omega_n) = 1 + \varepsilon\), and \(\tilde{\sigma}_{1}^{55}(\omega_n) = \tilde{\sigma}_{1}^{53}(\omega_n) = 1 + \varepsilon\). Applying again (45) this finishes the definition of \(\tilde{\Sigma}_1(\omega_n)\).

For \(t = 2\) and \(n = 0, 1\), we simply define \(\tilde{\Sigma}_2(\omega_n) = \tilde{\Sigma}_1(\omega_n)\).

For \(t = 2\) and \(n \geq 2\), we let \(\tilde{\sigma}_{2}^{55}(\omega_n) = \tilde{\sigma}_{2}^{33}(\omega_n) = 1\) and \(\tilde{\sigma}_{2}^{ij}(\omega_n) = 2n\), for all other pairs \(1 \leq i \neq j \leq 5\).
This finishes the definition of the bid-ask process \((\bar{T}_t)_{t=0}^{2}\).

Next we show that \(\bar{T}_t \cap L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}_+^4) \supseteq \{0\}\) by constructing the increments of a “free lunch” \((\xi^N)^{\infty}_{N=1} = (\xi^N_0, \xi^N_1, \xi^N_2)^{\infty}_{N=1}\), similarly as in Example 3.1 above. For \(t = 0\), let again
\[
\xi_0^N = N(e^1 - e^2) + (e^3 - e^4). \tag{53}
\]

For the case \(n = 0, 1\), we also define \(\xi_1^n(\omega_n)\) exactly as above, and let \(\xi_2^n(\omega_n) = 0\).

For \(n \geq 2\) and \(t = 1\), we define \(\xi_1^n(\omega_n)\) in a slightly different way than in Example 3.1: for \(2 \leq n \leq N\), let
\[
\xi_1^n(\omega_n) = -\frac{N}{n} (ne^1 - e^4) - N \left(\frac{e^3}{n} - e^2\right) - \left(\frac{N}{n} - 1\right) (e^4 - e^5) \tag{54}
\]
and, for \(n > N\),
\[
\xi_1^n(\omega_n) = -\frac{N}{n} (ne^1 - e^4) - N \left(\frac{e^3}{n} - e^2\right) - \left(\frac{N}{n}\right) (e^4 - e^5) \tag{55}
\]

For \(t = 2\) and \(2 \leq n \leq N\), define
\[
\xi_2^n(\omega_n) = \left(\frac{N}{n} - 1\right) (e^3 - e^5), \tag{56}
\]
and, for \(n \geq N\),
\[
\xi_2^n(\omega_n) = \frac{N}{n} (e^3 - e^5). \tag{57}
\]

Again one verifies that \(\vartheta^N(\omega) = \xi_0^N + \xi_1^N(\omega) + \xi_2^N(\omega)\) converges pointwise to \(\vartheta(\omega)\), such that \(\vartheta(\omega_0) = \frac{e^1}{2}\) while \(\vartheta(\omega_n) = 0\), for \(n \geq 1\), showing that \(\bar{T}_t \cap L^0(\Omega, \mathcal{F}_t, \mathbb{P}; \mathbb{R}_+^4) \supseteq \{0\}\).

We still have to show that \((\bar{T}_t)_{t=0}^{2}\) satisfies (NA’): fix again the increments \((\xi_0, \xi_1(\omega), \xi_2(\omega))\) of a self-financing portfolio process \((\vartheta_0, \vartheta_1(\omega), \vartheta_2(\omega))\) such that \(\vartheta_2(\omega) \geq 0\), for all \(\omega \in \Omega\). The same argument as in Example 3.1 shows that \(\xi_0\) is necessarily of the form \(\xi_0 = a(e^1 - e^2) + b(e^3 - e^4)\), with \(a \geq 0, b \geq 0\).

To show that \(b\) necessarily equals zero, fix \(n \geq 2\) and consider the vector \(w_n = (\frac{1}{n}, \frac{1}{n}, 1, 1 + \varepsilon, 1)\). Observe that \(w_n\) is a consistent price system for \(\Sigma_1(\omega_n)\) as well as for \(\Sigma_2(\omega_n)\); this is easily checked by testing against the generators of the solvency cones \(K(\Sigma_1(\omega_n))\) and \(K(\Sigma_2(\omega_n))\). On the other hand, for \(b > 0\), we again have \((a(e^1 - e^2) + b(e^3 - e^4), w_n) < 0\), for sufficiently large \(n\), which leads to a contradiction.

Hence we necessarily have \(\vartheta_0 = \xi_0 = e^1 - e^2\), up to a positive scalar, which we clearly may drop. But now — contrary to the previous Example 3.1 — for \(n \geq 2\), the random variable \(\vartheta_0(\omega_n) \equiv \vartheta_0\) does not take its values in the solvency cone \(K(\Sigma_1(\omega_n))\), i.e., we now have that \(e^1 - e^2 \not\in K(\Sigma_1(\omega_n))\). Indeed, \(u_n = (\frac{1}{n}, 1 + \varepsilon, 1, 1, 1)\) is a consistent pricing system for \(\Sigma_1(\omega_n)\), i.e., \(u_n\) is non-negative on \(K(\Sigma_1(\omega_n))\). But \((e^1 - e^2, u_n) < 0\) showing that \(e^1 - e^2 \not\in K(\Sigma_1(\omega_n))\).
Remark 3.4 In the two examples above we have shown that \( \xi_0 = e^1 - e^2 \), and is non-negative on \( K(\Sigma_1, \Sigma_2) \). Therefore, the only way to write \( \xi_0 \) as a linear combination with non-negative coefficients on the generators of \( K(\Sigma_1) \) and \( K(\Sigma_2) \) is to use those generators contained in the hyperplane \( \{ y_n = 0 \} \) of \( \mathbb{R}^5 \), which are \( e^1 - \frac{e^3}{n}, e^3 - e^2, e^4 - e^5 \) and \( \pm (e^3 - e^5) \). A moment’s reflection reveals that the only representation of \( \xi_0 = e^1 - e^2 \) as a linear combination with non-negative coefficients on these generators equals

\[
e^1 - e^2 = \left( e^1 - \frac{e^4}{n} \right) + \left( \frac{e^3}{n} - e^2 \right) + \frac{1}{n} \left( e^4 - e^5 \right) + \frac{1}{n} \left( e^5 - e^3 \right). \tag{58}
\]

Hence, for \((\xi_0, \xi_1(\omega), \xi_2(\omega))\) as above, starting at \( \xi_0 = e^1 - e^2 \), we must have, for \( n \geq 2 \),

\[
\xi_1(\omega_n) = - \left( e^1 - \frac{e^4}{n} \right) - \left( \frac{e^3}{n} - e^2 \right) - \frac{1}{n} \left( e^4 - e^5 \right) \quad \text{and} \quad \xi_2(\omega_n) = - \frac{1}{n} \left( e^5 - e^3 \right). \tag{59}
\]

Hence, for all \( \xi_0, \xi_1(\omega) \) such that \( \vartheta_1(\omega) = \xi_0 + \xi_1(\omega) \in K(\Sigma_2(\omega)) \), for all \( \omega \in \Omega \), we have

\[
\vartheta_1(\omega_n) \in F(\Sigma_2(\omega_n)), \quad \text{for all } n \geq 0. \tag{60}
\]

Indeed, for \( n \geq 2 \), we have shown this in (59), and for \( n = 0, 1 \) (60) is obvious.

Summing up, we have shown that \((\Sigma_t)_{t=0}^T\) satisfies the strict no arbitrage condition (NA\(^*\)). 

\textbf{Remark 3.4} In the two examples above we have shown that \( A_T \) intersects \( L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \) in a non-trivial way, where \( A_T \) is the closure of \( A_T \) in the topology of \( L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \).

It is not hard to modify the example in such a way that \( \overline{A_T} \) intersects \( L^\infty(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \) in a non-trivial way, where \( \overline{A_T} \) now denotes the closure of \( A_T \cap L^\infty(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \) with respect to the topology of uniform convergence. For example, it suffices to replace, for \( n \geq 2 \), the \( e \)'s in the definition of \( \Sigma_1(\omega_n) \) (resp. of \( \Sigma_1(\omega_n) \) and \( \Sigma_2(\omega_n) \)) by \( \frac{\xi}{n} \). We leave the details to the energetic reader.

4 The Super-Replication Theorem

In this section we show a general super-replication theorem (Theorem 4.1 below) for contingent claims \( \vartheta \in L^0(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d) \) generalizing Theorem 4.2 of [KRS01]. In fact, Theorem 4.1 below is a rather straightforward corollary of the “abstract” result on the closedness of \( A_T \) (Theorem 2.1 above); this is similar to the situation in the frictionless theory (compare [J92], [AS94], [DS94], [DS98]).

\textbf{Theorem 4.1} Suppose that the bid-ask process \((\Sigma_t)_{t=0}^T\) satisfies the robust no arbitrage condition (NA\(^*\)).

For \( \vartheta \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d) \), and \( v \in \mathbb{R}^d \) the following conditions are equivalent:
(i) There is a self financing portfolio process \((\vartheta_t)_{t=0}^T\) such that
\[
\vartheta \leq v + \vartheta_T
\]  
(61)

(ii) For every consistent (or, equivalently, strictly consistent) pricing process \((Z_t)_{t=0}^T\) such that the negative part \((\vartheta, Z_T)_-\) of the random variable \((\vartheta, Z_T)\) is integrable, we have
\[
\mathbb{E}[(\vartheta, Z_T)] \leq (v, Z_0)
\]  
(62)

(ii') For every (or, equivalently, for some) \(F_T\)-measurable \([1, \infty[\)-valued function \(\psi\) satisfying \(\psi \geq \|\vartheta\| \vee 1\), and every consistent (or, equivalently, strictly consistent) pricing process \((Z_t)_{t=0}^T\) such that \(Z_T \in L^\infty_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\), we have
\[
\mathbb{E}[(\vartheta, Z_T)] \leq (v, Z_0).
\]  
(63)

Proof (i) \(\Rightarrow\) (ii): We conclude from Remark 2.4 that, for \(\vartheta_T \in A_T\) and \((Z_t)_{t=0}^T\) a consistent price system, the condition \(\mathbb{E}[(\vartheta_T, Z_T)_-] < \infty\) implies that \([(\vartheta_T, Z_T)] \leq 0\).

Hence (61) implies that
\[
\mathbb{E}[(\vartheta, Z_T)] \leq \mathbb{E}[(v + \vartheta_T, Z_T)]
\]  
= \((v, Z_0) + \mathbb{E}[(\vartheta_T, Z_T)]\)
\[
\geq (v, Z_0),
\]  
(64)

which shows that (ii) holds true in its strong version (i.e., for every consistent pricing process).

(ii') \(\Rightarrow (i)\): Suppose that (ii') holds true in its weakest version, i.e., there is some \(\psi \geq \|\vartheta\| \vee 1\) such that, for every strictly consistent pricing process \((Z_t)_{t=0}^T\) with \(Z_T \in L^\infty_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\) we have
\[
\mathbb{E}[(\vartheta, Z_T)] \leq (v, Z_0).
\]  
(67)

To verify (61) we shall show that \(\vartheta - v \in A_T \cap L^1_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\), where \(\varphi = \psi^{-1}\). By Theorem 2.1, this set is a closed convex cone in \(L^1_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\). Hence, if \(\vartheta - v\) is not in this set, we can find a separating continuous linear functional, i.e., \(g \in L^\infty_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\) such that \(g\big|_{A_T \cap L^1_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)} \leq 0\), while \((\vartheta - v, g) > 0\). By Lemma 2.5 we have that \(Z_T := \mathbb{E}[g|\mathcal{F}_t]\) defines a consistent price system \((Z_t)_{t=0}^T\), for which we then have
\[
\mathbb{E}[(\vartheta, Z_T)] > (v, Z_0).
\]  
(68)

This is not yet a contradiction to our assumption, as \((Z_t)_{t=0}^T\) is not necessarily strictly consistent. For this last step, let \((Z_t^*)_{t=0}^T\) be any strictly consistent price system such that \(Z_T^* \in L^\infty_\varphi(\Omega, \mathcal{F}_T, \mathbb{P}; \mathbb{R}^d)\); the existence of such a process is guaranteed by Theorem 1.7 and Remark 2.2.

For \(0 < \varepsilon \leq 1\), the process \((Z_t)_{t=0}^T = (\varepsilon Z_t^* + Z_0)_{t=0}^T\) is a strictly consistent price process too. It is straightforward to check that, for \(\varepsilon > 0\) sufficiently small, we have
\[
\mathbb{E}[(\vartheta, Z_T)] > (v, Z_0^*),
\]  
(69)

which yields the desired contradiction.

(ii) \(\Rightarrow (ii')\): This is the obvious implication, showing in particular that the two versions of (ii) and the four versions of (ii') all are equivalent. ■
Remark 4.2 The message of the theorem is quite intuitive: roughly speaking, a portfolio \( v \in \mathbb{R}^d \) is sufficient as initial endowment to superreplicate the contingent claim \( \vartheta \), iff for each consistent price system \( (Z_t)_{t=0}^T \), the price \( (v, Z_0) \) at time \( t = 0 \) is at least as big as the expected price \( \mathbb{E}[(\vartheta, Z_T)] \) at time \( t = T \).

Of course, to make this statement precise, we have — at least — to make sure that the latter expectation exists (which, in general, need not be the case). A pleasant feature of the above theorem is that the mild assumption (ii) guarantees already the validity of the above statement, without imposing any additional integrability or boundedness conditions on \( \vartheta \).

For example, in [KRS 01, Theorem 4.2] \( \vartheta \) is assumed to be uniformly bounded from below (in the sense that \( \vartheta \geq -c_1 \), for some \( c > 0 \)). This setting is a special case of the above Theorem 4.1, as for such a contingent claim \( \vartheta \), the negative part \( (\vartheta, Z_{T})_- \) is integrable, for each consistent pricing process \( (Z_t)_{t=0}^T \). Hence we then have that (61) holds true iff (62) holds true for all consistent pricing systems \( (Z_t)_{t=0}^T \).

A Appendix

In this section we assemble some auxiliary results of a technical — mainly measure-theoretic — nature. In particular we use the nice idea of random subsequences, which was used by Y. Kabanov and C. Stricker [KS 01a] in the present context (these authors give credit to H.-J. Engelbert and H. v. Weizsäcker for Lemma 2 in [KS 01a]). This notion replaces in a more elegant way the arguments of Komlos-type relying on convex combinations, as used, e.g., in [S 92].

Definition A.1 Fix a probability space \((\Omega, \mathcal{F}, \mathbb{P})\). A strictly increasing sequence \((\tau_k)_{k=1}^{\infty}\) of \(\mathbb{N}\)-valued, \(\mathcal{F}\)-measurable random variables is called an increasing random sequence.

Given two increasing random sequences \((\tau_k^1)_{k=1}^{\infty}\) and \((\tau_k^2)_{k=1}^{\infty}\), we say that \((\tau_k^2)_{k=1}^{\infty}\) is a random subsequence of \((\tau_k^1)_{k=1}^{\infty}\) iff, for almost each \(\omega \in \Omega\), the sequence \((\tau_k^2(\omega))_{k=1}^{\infty}\) is a subsequence of \((\tau_k^1(\omega))_{k=1}^{\infty}\) or, equivalently, if there is an increasing random sequence \((\sigma_k)_{k=1}^{\infty}\) such that \(\tau_k^2 = \tau_{\sigma_k}^1\).

We remark that — just as in usual analysis — one may take a random subsequence of a random subsequence to obtain another random subsequence. A similar remark applies to the notion of the extraction of a diagonal subsequence of an increasing sequence of random subsequences.

We now reformulate Lemma 2 of [KS 01a] and, for the convenience of the reader, we also give a proof.

Lemma A.2 For a sequence \((f_n)_{n=1}^{\infty} = (f_1, \ldots, f_n, \ldots) \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d)\) there is a random subsequence \((\tau_k)_{k=1}^{\infty}\) such that the sequence of random variables \((g_k(\omega))_{k=1}^{\infty} = (f_{\tau_k}(\omega))_{k=1}^{\infty}\) converges a.s. in the one-point-compactification \(\mathbb{R}^d \cup \{\infty\}\) to a random variable \(f \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d \cup \{\infty\})\).

In fact, we may find the subsequence such that

\[
\|f(\omega)\|_{\mathbb{R}^d} = \limsup_{n \to \infty} \|f_n(\omega)\|_{\mathbb{R}^d}, \quad a.s.
\]

where \(\|\infty\|_{\mathbb{R}^d} = \infty\).
Proof Define inductively the increasing random sequence $(\tau_k^0)_{k=1}^\infty$ by $\tau_1^0 = 1$ and

$$\tau_k^0(\omega) = \inf \left\{ n : n > \tau_{k-1}^0(\omega) \text{ and } \|f_n(\omega)\|_{\mathbb{R}^d} + \frac{1}{k} > \limsup_{j \to \infty} \|f_j(\omega)\|_{\mathbb{R}^d} \right\}. \quad (71)$$

Clearly we then have

$$\lim_{k \to \infty} \|f_{\tau_k^0}(\omega)\|_{\mathbb{R}^d} = \limsup_{n \to \infty} \|f_n(\omega)\|_{\mathbb{R}^d}. \quad (72)$$

Next we define $\tau_1^1 = 1$ and

$$\tau_k^1 = \inf \left\{ \tau_n^0(\omega) : \tau_n^0(\omega) > \tau_{k-1}^1(\omega) \text{ and } f_{\tau_n^0}(\omega) + \frac{1}{k} > \limsup_{j \to \infty} f_{\tau_j^0}(\omega) \right\}. \quad (73)$$

The random subsequence $(f_{\tau_k^1})_{k=1}^\infty$ then still satisfies equality (72) and, in addition, the first coordinate $(f_{\tau_k^1})_{k=1}^\infty$ converges almost surely in the one-point compactification of $\mathbb{R}$. Repeating in an obvious way this extraction of random subsequences $d$ times, we arrive at a random subsequence $(\tau_k)_{k=1}^\infty = (\tau_k^d)_{k=1}^\infty$ satisfying the assertions of the lemma. ■

Remark A.3 If we start with a random sequence $(f_{\tau_n})_{n=1}^\infty$ instead of the sequence $(f_n)_{n=1}^\infty$, then we clearly may again find a random subsequence $(f_{\tau_n})_{n=1}^\infty$, of $(f_{\tau_n})_{n=1}^\infty$, with the indicated properties.

We have formulated and proved the above lemma in the form which corresponds precisely to what we need for the present applications. But it is clear, that the lemma may also be formulated in greater generality: for example, we may replace the compact metric space $K$, or even by a family $(K_\omega)_{\omega \in \Omega}$ of compact, metric spaces, depending in a measurable way on $\omega \in \Omega$.

Lemma A.4 Let $\mathcal{N}$ be a linear subspace of $L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d)$, with the following properties

(i) $\mathcal{N}$ is closed under multiplication with scalar-valued $\mathcal{F}$-measurable functions, i.e., for $f \in \mathcal{N}$ and $h \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R})$, we have $hf \in \mathcal{N}$.

(ii) $\mathcal{N}$ has the following monotonicity property: for $f \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d)$ and an increasing sequence $(D_n)_{n=1}^\infty \in \mathcal{F}$, such that $\lim_{n \to \infty} \mathbb{P}[D_n] = 1$, and $f_{\chi_{D_n}} \in \mathcal{N}$, for all $n \geq 1$, we have that $f \in \mathcal{N}$.

Then there is an a.s. unique $\mathcal{F}$-measurable map $\omega \mapsto N_1(\omega)$, taking its values in the linear subspaces of $\mathbb{R}^d$, such that, for $f \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d)$, we have that $f \in \mathcal{N}$ iff $f(\omega) \in N_1(\omega)$ almost surely. In particular, $\mathcal{N}$ is closed.

Proof For every countable subset $(f_i)_{i \in I}$ of $\mathcal{N}$, define the function

$$\text{rk}((f_i)_{i \in I})(\omega) = \dim (\text{span}_{i \in I} f_i(\omega)). \quad (74)$$

The function $\text{rk}((f_i)_{i \in I})$ is well-defined, $\mathcal{F}$-measurable, and $\{0, \ldots, d\}$-valued. We denote by $\text{rk}(\omega)$ the essential supremum of the family of functions $\text{rk}((f_i)_{i \in I})(\omega)$, where
$(f_i)_{i \in I}$ runs through all countable subsets of $\mathcal{N}$. It is straightforward to verify that there is a sequence $(f_n)_{n=1}^\infty \in \mathcal{N}$ such that

$$\text{rk}(\omega) = \text{rk} ((f_n)_{n=1}^\infty) (\omega), \quad \text{a.s.} \quad (75)$$

Next we define, for $\omega \in \Omega$, the sequence $(n_i(\omega))_{i=1}^{\text{rk}(\omega)}$, in the following way: $n_1(\omega)$ is the first $n$ such that $f_n(\omega) \neq 0$; $n_2(\omega)$ is the first $n > n_1(\omega)$ such that $f_n(\omega)$ is linearly independent of $f_{n_1}(\omega)$; continuing in an obvious way, $n_{\text{rk}(\omega)}(\omega)$ is the first $n > n_{\text{rk}(\omega)-1}$ such that $f_n(\omega)$ is linearly independent of $f_{n_1}(\omega), \ldots, f_{n_{\text{rk}(\omega)-1}}(\omega)$. Clearly the functions $n_1(\omega), \ldots, n_d(\omega)$ are $\mathcal{F}$-measurable, if we define $n_i(\omega) = \infty$, for $i > \text{rk}(\omega)$.

We now define $N_i(\omega) = \text{span}(f_n(\omega))_{n=1}^\infty = \text{span}(f_{n_i}(\omega))_{i=1}^{\text{rk}(\omega)}$, to obtain an $\mathcal{F}$-measurable function taking values in the set of linear subspaces of $\mathbb{R}^d$ (equipped with its natural Borel-structure, when considering subspaces of $\mathbb{R}^d$ as elements of the corresponding Grassmannian manifold). Clearly, for $f \in \mathcal{N}$, we have that $f(\omega) \in N_i(\omega)$, almost surely.

To show that the converse also holds true, define $(g_i)_{i=1}^d$ by

$$g_i = \sum_{n=1}^\infty f_n \chi_{\{n_i(\omega)=n\}}. \quad (76)$$

From assumptions (i) and (ii) we conclude that the functions $g_i$ are elements of $\mathcal{N}$, for $i = 1, \ldots, d$, and clearly $(g_i(\omega))_{i=1}^{\text{rk}(\omega)}$ a.s. spans $N_i(\omega)$, while $g_i(\omega) = 0$, for $\text{rk}(\omega) < i \leq d$.

Let $f \in L^0(\Omega, \mathcal{F}, \mathbb{P}; \mathbb{R}^d)$ be such that $f(\omega) \in N_i(\omega)$ almost surely. We want to show that $f \in \mathcal{N}$. For almost each $\omega$, there are unique coefficients $(a_i(\omega))_{i=1}^d$ such that $a_i(\omega) = 0$ for $\text{rk}(\omega) < i \leq d$, and

$$f(\omega) = \sum_{i=1}^d a_i(\omega) g_i(\omega), \quad \text{a.s.} \quad (77)$$

Clearly the functions $a_i(\omega)$ are $\mathcal{F}$-measurable. Hence we conclude from assumption (i) that $f$ is in $\mathcal{N}$. $\blacksquare$

Finally we show an elementary result, relating the notions of “strictly consistent price systems” and “smaller bid-ask spreads”.

**Proposition A.5** Let $\Sigma$ be a $d \times d$ bid-ask matrix. A vector $w \in \mathbb{R}^d$ is a strictly consistent price system for $\Sigma$, iff there is a bid-ask matrix $\bar{\Sigma}$ with smaller bid-ask spreads than $\Sigma$, such that $w$ is a consistent price system for $\bar{\Sigma}$.

**Proof** It is convenient to reduce the situation to the case, where $\Sigma$ satisfies the “efficient friction condition” (see [KRS01] for the definition):

We call $i$ equivalent to $j$ if $\sigma^i_\sigma^j = 1$. It is straightforward to check that this is indeed an equivalence relation on $\{1, \ldots, d\}$. Choose representatives $\{i_1, \ldots, i_k\}$ of each of the $k$ equivalence classes, write $\bar{\Sigma}$ for the $k \times k$ matrix $(\sigma^{i_j i_k})_{1 \leq p, q \leq k}$, and denote by $K^*(\bar{\Sigma})$ the corresponding cone of consistent price systems in $\mathbb{R}^k$.

It is straightforward to check that the canonical projection $\pi : \mathbb{R}^d \rightarrow \mathbb{R}^k, \pi(w^1, \ldots, w^d) = (w^{i_1}, \ldots, w^{i_k})$ induces an isomorphism between $K^*(\Sigma)$, and $K^*(\bar{\Sigma})$ with respect to their topological as well as their affine structure.

Hence $w \in \mathbb{R}^d$ is in the relative interior of $K^*(\Sigma)$, iff $\pi(w)$ is in the relative interior of $K^*(\bar{\Sigma})$. The above construction is done in such a way, that $K^*(\bar{\Sigma})$ has nonempty interior.
in $\mathbb{R}^k$, so that the latter condition is equivalent to $\pi(w)$ being in the interior of $K^*(\Sigma)$. Similarly, one verifies that $\Sigma$ admits a bid-ask matrix $\tilde{\Sigma}$ with smaller bid-ask spreads than $\Sigma$, such that $w$ is a consistent price system for $\tilde{\Sigma}$ iff the same assertion is true for $\Sigma$ and $\pi(w)$.

Summing up this reduction step, we may and do assume w.l.g. that $\sigma_{ij}\sigma_{ji} > 1$, for all $1 \leq i \neq j \leq d$, in which case the relative interior of $K^*(\Sigma)$ equals its interior.

$K^*(\Sigma)$ is the intersection of $\mathbb{R}_+^d$ with the half-spaces $H^{ij} \subseteq \mathbb{R}^d$

$$H^{ij} = \{w \in \mathbb{R}^d : \sigma_{ij}w^i - w^j \geq 0\}. \quad (78)$$

If $w$ is in the interior of $K^*(\Sigma)$, than $\sigma_{ij} > \frac{w^j}{w^i}$, for each $1 \leq i \neq j \leq d$. Defining the (frictionless) bid-ask matrix $\tilde{\Sigma}$ by

$$\tilde{\sigma}_{ij} = \frac{w^j}{w^i}, \quad (79)$$

we obtain a bid-ask matrix $\tilde{\Sigma}$ with smaller bid-ask spreads than $\Sigma$, such that $w$ is a consistent (in fact, a strictly consistent) price system for $\tilde{\Sigma}$.

Conversely suppose that there is $\tilde{\Sigma}$ with smaller bid-ask spreads then $\Sigma$, such that $w$ is a consistent price system for $\tilde{\Sigma}$. By the above reduction step we have $\sigma_{ij} > \frac{1}{\tilde{\sigma}_{ij}}$, for all $1 \leq i \neq j \leq d$, so that $\sigma_{ij} > \tilde{\sigma}_{ij}$. As $\tilde{\sigma}_{ij}w^i - w^j \geq 0$, for all $1 \leq i \neq j \leq d$, we can find a neighbourhood of $w$ which is contained in the intersection of $\mathbb{R}_+^d$ and the half-spaces $H^{ij}$ defined in (78), so that $w$ is in the interior of $K^*(\Sigma)$. ■
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